
Computer Vision 





 

Computer Vision  
 

Edited by 

Xiong Zhihui 

I-Tech  



IV        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Published by In-Teh 

 

 

In-Teh is Croatian branch of I-Tech Education and Publishing KG, Vienna, Austria. 

 

Abstracting and non-profit use of the material is permitted with credit to the source. Statements and 

opinions expressed in the chapters are these of the individual contributors and not necessarily those of 

the editors or publisher. No responsibility is accepted for the accuracy of information contained in the 

published articles. Publisher assumes no responsibility liability for any damage or injury to persons or 

property arising out of the use of any materials, instructions, methods or ideas contained inside. After 

this work has been published by the In-Teh, authors have the right to republish it, in whole or part, in 

any publication of which they are an author or editor, and the make other personal use of the work.  

 

© 2008 In-teh 

www.in-teh.org 

Additional copies can be obtained from:  

publication@ars-journal.com 

 

First published November 2008 

Printed in Croatia 

 

 

 

A catalogue record for this book is available from the University Library Rijeka under no. 120110068 

Computer Vision, Edited by Xiong Zhihui  

               p.  cm. 

       ISBN 978-953-7619-21-3  

       1. Computer Vision, Xiong Zhihui 



 

 
 
 
 

Preface 
 

Computer vision uses digital computer techniques to extract, characterize, and interpret 
information in visual images of a three-dimensional world. The goal of computer vision is 
primarily to enable engineering systems to model and manipulate the environment by using 
visual sensing.  

The field of computer vision can be characterized as immature and diverse. Even 
though earlier work exists, it was not until the late 1970s that a more focused study of the 
field started when computers could manage the processing of large data sets such as images. 

There are numerous applications of computer vision, including robotic systems that 
sense their environment, people detection in surveillance systems, object inspection on an 
assembly line, image database organization and medical scans. 

Application of computer vision on robotics attempt to identify objects represented in 
digitized images provided by video cameras, thus enabling robots to "see". Much work has 
been done on stereo vision as an aid to object identification and location within a three-
dimensional field of view. Recognition of objects in real time, as would be needed for active 
robots in complex environments, usually requires computing power beyond the capabilities 
of present-day technology. 

This book presents some research trends on computer vision, especially on application 
of robotics, and on advanced approachs for computer vision (such as omnidirectional 
vision). Among them, research on RFID technology integrating stereo vision to localize an 
indoor mobile robot is included in this book. Besides, this book includes many research on 
omnidirectional vision, and the combination of omnidirectional vision with robotics.  

This book features representative work on the computer vision, and it puts more focus 
on robotics vision and omnidirectioal vision. The intended audience is anyone who wishes 
to become familiar with the latest research work on computer vision, especially its 
applications on robots. The contents of this book allow the reader to know more technical 
aspects and applications of computer vision. Researchers and instructors will benefit from 
this book. 

 

Editor 

Xiong Zhihui 
College of Information System and Management, 

National University of Defense Technology,  
P.R. China 
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Behavior Fusion for Visually-Guided  
Service Robots 

Mohamed Abdellatif 
Ain Shams University, Faculty of Engineering 

Egypt 

1. Introduction      
Mobile service robots are the class of robots that have tools to understand the environments 
at home and office. The development of mobile robots is increasing world-wide due to the 
availability of moderate price sensing and computing devices. Moreover, there is a strong 
belief that the market for service robots is just about to undergo a radical increase in the next 
few years.  
Despite the huge literature of the mobile robot navigation, the development of intelligent 
robots able to navigate in unknown and dynamic environment is still a challenging task 
(Walther et al., 2003). Therefore, developing techniques for robust navigation of mobile 
robots is both important and needed.  
The classical approach for mobile robot control used the "Model, Sense, Plan, Act", MSPA 
serial strategy, which proved to be inherently slow and totally fails if one module is out of 
order. We may call this approach as a planner-based control approach. The appearance of 
behavior-based navigation approach (Arkin, 1998; Brooks, 1986) was a remarkable 
evolution, in which the reactive behaviors were designed to run simultaneously in parallel 
giving tight interaction between sensors and actuators. The reactive behaviors allow for 
incremental improvements and addition of more application-specific behaviors. Building 
several behaviors, each concerned with a sole objective, will produce different decisions for 
the robot control parameters, and they have to be combined in some way to reach the final 
motion decision.  
The fusion of independent behaviors is not an easy task and several approaches were 
proposed in the literature to solve this problem (Arkin, 1998; Borenstein & Koren, 1991; 
Carreras et al., 2001; Saffiotti, 1997). Coordination of behaviors can be classified into two 
further approaches, a competitive, as was originally proposed by (Brooks, 1986), and 
cooperative strategies (Carreras et al., 2001).  
Depending on the environment, the competitive approach may fail and become unstable in 
critical situations demanding higher switching frequencies between behaviors. In the 
subsumption architecture (Brooks, 1986) behaviors are activated once at a time but this may 
be inadequate for a variety of situations requiring several behaviors to be active at the same 
time.  
In the cooperative approach, all behaviors contribute to the output, rather than a single 
behavior dominates after passing an objective criterion. An example of the cooperative 
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approach is proposed by (Khatib, 1985) using artificial potential fields to fuse control 
decisions from several behaviors. The potential field method suffers from being amenable to 
local minima which causes the control system to get stuck and become indecisive. Hybrid 
techniques from competitive and cooperative approaches were proposed in (Carreras et al., 
2001). However, they used learning to build up the rule set which consumes a lot of time 
and effort. 
The use of fuzzy logic for behavior fusion had been reported in (Saffiotti, 1997) where a 
hierarchy of behaviors was used for mobile robot guidance. Fuzzy logic approach, since its 
inception (Zadeh, 1965), have long been applied to robotics with many successful 
applications,(Luo et al., 2001; Saffiotti, 1997 ; Zimmermann, 1996) and regarded as an 
intelligent computational technique that enables the proper handling of sensor uncertainties. 
Fuzzy rules can be used to design the individual behaviors as well as the way they are 
integrated to reach a final decision (Arkin, 1998; Luo et al., 2001).   
In this work, we propose a new method to integrate the behavior decisions by using 
potential field theory (Khatib, 1985) with fuzzy logic variables. The potential field theory 
proved to be very efficient especially for fast robots (Borenstein & Koren, 1991). The theory 
relies on the physical concept of force vector summation. Forces are virtual and describe the 
attractions and disattraction in the robot field. The potential field theory had been criticized 
for being susceptible to local minima and consequently unstable motion. We show that 
when the vector field is applied to the output from a single behavior, which is smooth due 
to the use of fuzzy logic, it can significantly enhance the performance of the robot navigation 
system. The control system is implemented and used to navigate a small indoor service 
robot so that it can track and follow an object target in an indoor flat terrain.   
The chapter is arranged as follows, the next section presents the model of imaging and 
measurements of target location from the color image. In Section 3, we describe the design 
of fuzzy logic controller responsible for target tracking behavior, obstacle avoidance 
behavior and combining both behaviors. The results of robot control experiments for the 
behaviors are presented in Section 4. Conclusions are finally given in Section 5. 

2. Measurement model 
The RGB color space is the most popular color system since it is directly related to the 
acquisition hardware, but the RGB space is not perceptually uniform. The Hue, Saturation 
and Intensity, HSI color space is preferred when humans are involved, since it is 
perceptually uniform. The cylindrical representation of the HSI system is shown in Fig.1.  
 

 
Fig. 1.  The Hue-Saturation-Intensity ( HSI ) color space by cylindrical representation. 
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Perceptually Uniform, PU, color spaces are more suitable for color recognition than the RGB 
space, since the quality of recognition will always be judged by a human observer (Cheng & 
Sun, 2000 ; Kim & Park, 1996 ; Littmann & Ritter, 1997; Tseng & Chang, 1992).  
The PU color space of HSI has the advantage that the object color is encoded mainly in the 
angle of the hue. This angle representation of color is easier in target color definition and 
less sensitive to changes of illumination intensity, but certainly changes when the 
illumination color is changed. 
Therefore, we can compute the Hue, H and Saturation, S using the following formulae (Kim 
& Park, 1996) : 

 
3

arctan
(2 )

G B
H
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The target object color is defined in terms of limiting hue angles and limiting saturation 
values describing the boundaries of a color zone in the H-S diagram that can be described by 
the following constraints: 

 Hmin  <  H  <  Hmax,   and  Smin < S < Smax  (4) 

Where subscript min refers to the minimum limit, and max refers to the maximum limit. The 
target is detected in the image by this selection criterion based on whether the pixel color 
lies within the boundaries of the H-S zone, known apriori for the target.  
The segmented image is written into a monochromatic image, in which the target area color 
is written as white pixels and the background is written as dark pixels. The resulting binary 
image is then used to compute the area in pixels of the target area by counting the white 
pixels. This inherently uses the assumption that pixels are clustered in one group and that 
scattered pixels are a small portion in the image. The average horizontal coordinate of the 
target region is also computed and forwarded as input to the controller, as shown 
schematically in Fig. 2. 

 
Fig. 2.  Schematic representation of target measurement in the gray image showing extracted 
target region. 
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3. Design of controller 
The goal of the controller is to enable the mobile robot to satisfy two objectives namely: 
target following and obstacle avoidance simultaneously. The objectives are implemented in 
separate behaviors which run independently in parallel and their output should be 
combined into a single command as shown in Fig.3. In this section, we describe the design 
of each behavior and then show how to combine their decisions. 

 
Fig. 3. Schematic of Robot Behaviors. 

3.1 Design of target following behavior 
The output of this behavior will decide the steering angle of the robot needed to make the 
target image appears continually in the middle of the image. 
The sensory information available for the steering command is the average horizontal target 
position in the image, shown in Fig.2. The horizontal component of motion is only selected 
since the robot and target are both assumed to move on an indoor flat terrain and the 
camera orientation relative to the floor is fixed. The steering changes the target image 
position and hence, the motion attributes chosen as the input fuzzy linguistic inference 
layers for the FLC are selected to be: 
1. Target image horizontal displacement 
2. Target image horizontal velocity. 
The membership functions for these two layers are shown in Fig.4. The fuzzy logic 
controller used to control the mobile robot employs triangular membership functions to 
fuzzify the data measured by the vision system. The input fuzzy variables are divided into 
three overlapping fuzzy set functions. In our implementation, the linguistic descriptors for 
the image horizontal displacement are defined as : 1) Left (L) , 2) Middle (M), and  3) Right 
(R), as shown in Fig.4. a.  
The target image horizontal velocity is described by three fuzzy variables defined as : 1) 
Getting Left (GL), 2) Getting Middle (GM), and  3) Getting Right (GR), as shown in Fig.4.b. 
The shape and relative overlap of the fuzzy variables (that is tuning), are determined based 
on the experience gained from experiments with the robot. The shape of the membership 
function had been decided after studying the sensitivity of the mean of each membership 
function on the robot performance. The mean was changed across 10 % of its shown value 
and had been found to be stable over this range. The two fuzzy variables are then used to 
derive the output steering state. Three output states are used for steering namely, 1) Steer 
Right, SR, 2) go STRaight, STR and 3) Steer Left, SL, as shown in Fig.4.c.  For each fuzzy 
linguistic interference process we define 3*3 fuzzy rule matrix as shown in Table 1.  
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Fig. 4.  Membership functions for the input variables of the steering FLC. 

 
 GL GM GR 

L SL1 SL2 STR1 
M SL3 STR2 SR1 
R STR3 SR2 SR3 

 

Table 1. The Fuzzy Rule Matrix for the Target following FLC. ( The columns show states for 
the target horizontal velocity, while the rows show states of target horizontal displacement). 
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The motion decision for the tracking behavior is calculated through the fusion of the image 
displacement and image velocity in the fuzzy logic inference matrix.  
The values of matrix entry is calculated by finding the minimum of the two input variables. 
The three output variables are then computed using the root of sum squared of contributing 
variables. Finally, the normalized control command are defuzzified according to the center 
of gravity method.  

3.2 Design of obstacle avoidance behavior 
In the obstacle avoidance behavior, the reading of two ultrasonic range sensors are used as 
input variables for the FLC, while the output variable is the steering angle.  
The flow chart of obstacle avoidance algorithm is shown in Fig.5, where the sensor reading 
are first read. Notations S1 and S2 denote signal of obstacle distance measured by left sensor 
and right sensor respectively. The sensor readings are then fuzzified (transformed into 
fuzzy linguistic variables) into three variables, namely, Near, N , Medium, M and Far, F.  
The steering angle has three membership functions, Steer Left, SL, Steer Right, SR and 
STRaight, STR. Table 2, shows a list of the possible sensor states and the corresponding 
motion decision for avoiding the obstacle.  
 

S1/S2 N M F 
N Stop SR SR 
M SL STR SR 
F SL SL STR 

Table 2. The Fuzzy Rule Matrix for the Obstacle Avoidance FLC. ( The columns show states 
for the right sensor, while the rows show states for the left sensor) 

 
Fig. 5.  Flow Chart of the Obstacle Avoidance Behavior. 
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It should be noted that based on the limit of the obstacle distance corresponding to the "N" 
linguistic variable, the robot may escape the obstacle by steering or may have to stop, in case 
the distance is very small to enable maneuvering without crash. The minimum distance in 
our case is 40 cm, and the robot speed is moderate, therefore we rarely get in the situation 
that the robot should stop unless it is besieged completely.  
Then using the center of gravity methods, the steering angle is computed based on the 
decisions computed from Table 2 and made as a stand alone output signal that will be 
handled by the fusion algorithm. 

3.3 Fusion of behaviors 
We have two decisions for the steering angle computed from the two behavior 
implementations as shown before in Fig. 3. The decision is fused through using the potential 
field method by vector summation of the two vectors resulting from each behavior. The 
velocity vector from goal seeking behavior has a velocity amplitude maximum when 
steering is straight and decreases according to a linear model when the steering is off-axis. 
Then, using vector mechanics, the combined Euclidean magnitude and direction are 
computed and used to steer the vehicle. This method differs from the main potential field 
theory in the way the input vectors are generated, in our case it is generated through the 
fuzzy logic in each separate behavior in contrary to the direct construction of such vector in 
the main theory by linear scaling functions (Khatib, 1985; Saffiotti, 1997). 

4. Experiments 
4.1 System configuration 
The robot had been constructed to have four wheels to move easily on flat terrain as shown 
in Fig.6. The two side wheels are driven by two independent servo motors, while the front 
and rear wheels are castor wheels and provided only to improve the mechanical stability of 
the robot. The robot consists of three layers of strong acrylic sheets supported by four long 
pillars. The lower level contains microcontroller circuit for controlling low level motor 
motion and reading of ultrasonic sensors and encoder readings. The second level carries the 
foursight vision processor and screen for displaying camera image, while the third carries 
the two cameras and the main microprocessor. 
The robot is equipped with 16-ultrasonic sensors to enable perception of its environment. 
The resolution of the sensor measurement is around 1 cm. The robot has two color video 
cameras installed onboard. The cameras provide the image that is used by the target 
following behavior.  
The main microprocessor receives data from the motion control system and the vision 
module. Inputs from both the cameras are fed into the Matrox Foursight module to process 
the image as a dedicated vision processor. The images received from the cameras are 
digitized via a Meteor II frame grabber and stored in the memory of the Foursight computer 
for online processing by specially designed software. We implemented algorithms that grab, 
calibrate the color image to eliminate the camera offset. The target color is identified to the 
system through measurement of it Hue-Saturation zone. The color attributes of the target 
are stored in the program for later comparison. Then the motion attributes of the target 
extracted area are computed and passed to main microprocessor where the data is needed 
for the FLC module. The movement of the vehicle is determined by the main microprocessor 
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with inputs from different components. All programs are implemented in C++ code and 
several video and data processing libraries are used, including Matrox Imaging Library, 
MIL and OpenCV. 
 

 
Fig. 6. Photograph of the mobile service robot. 

The robot sensors and actuators communicate with the host computer via wired 
connections. The DC motor is controlled through a motor interface card utilizing the 
popular H-Bridge circuit with a high torque DC motor, of 8 kg.cm nominal torque at rated 
voltage of 12 Volts. Test programs were devised to ensure the right operation of the 
measurement and control system and to identify the resolution of measurements and 
control signal. 
The robot main specifications are summarized in Table 3.  
 

Item Description 
Size 40 cm diameter and 90 cm height. 

Weight 20 kg 
Power 12 V battery. 

No. of Wheels 4 
Steer and drive mode Differential Drive 

Camera type Two Color CCD camera 
Frame rate 30 frames per second 

Image standard NTSC 
Image size 640×480  pixel × pixel 

robot speed Maximum 50 cm/s 

Table 3.  Specification of the mobile robot. 

4.2 Results 
An experimental program was conducted to explore the effectiveness of the control system 
in guiding the robot through the indoor environment according to desired behaviors.  
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Experiments were done for separate behaviors and then for the combined behavior. A 
sample result showing the extraction of target area is shown in Fig. 7. The left image shows 
original captured image and the extracted target area is shown in the right image.  
 

 
Fig. 7. The segmented image showing the detected target area. 

A computer program was devised to construct the Hue-Saturation, H-S histogram shown in 
Fig 8. The advantage of this representation is that it enables better extraction of the target 
when it had been well identified apriori. We show the histogram for a sample target, which 
is a red object in this particular case. The hue range is from 0 to 360 degrees and the 
saturation ranges from 0 to 255. It is worth noting that the hue angle is repeated and hence 0 
degree vertical line coincides with the 360 degree vertical line, therefore the region shown 
can be described in limited bounds. The dark regions in the graph corresponds to a high 
number of pixels in the target area having the same H-S point. This defines the color zone 
mentioned earlier in this paper and the bounds are extracted from this figure. It is worth 
noting that the input image contains the target in several views and distances so that it 
almost encapsulates all the possible color reflections of the object in all views. For the target 
following experiments, the robot is adjusted at first to view the target inside the color image.  
 

 
Fig. 8. The Hue-Saturation diagram showing regions of darker intensity as those 
corresponding to higher voting of the target object pixels. 
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The robot starts to move as shown in the robot track, Fig. 9 and keeps moving forward. 
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Fig. 9.  The real track of the robot while following the colored target. 
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Fig. 10. The real track of the robot while following the colored target. 
During the robot motion, the target continuously approach the image center and 
consequently the target area increases in the extracted target image. The robot followed the 
target even when it is moving in curved routes, as long as the target is visible in the robot 
camera and the target speed is comparable to robot speed. 
An experiment for the obstacle avoidance behavior is shown in Fig 10. The dotted line 
shows the robot path when working with obstacle avoidance only. The robot evades the 
obstacles and move towards free areas based on the sequence of obstacles faced.  
The robot stops when the target area in the image exceeds a certain empirical threshold so 
that the robot stops at about 25 cm in front of the target, or the sensors detect an obstacle less 
than 30 cm close to it.  
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The target following behavior is then integrated with the output from obstacle avoidance 
behavior using vector summation principle. The heading angle is then executed by the 
differential wheels.  
An experiment showing the combined effect of both behaviors is shown also in Fig 10. The 
solid line shows the robot track when both behaviors are combined, the robot evades the 
right target but soon recovers and steer right toward the target.  

5. Conclusion 
We have implemented a control system that enables a mobile service robot to track and 
follow a moving target while avoiding obstacles. The system was experimentally validated 
using a real robot equipped with CCD cameras and ultrasonic range sensors. The algorithms 
for color image processing and extraction of the target image and measurement of target 
features had been developed. Fuzzy logic controllers had been designed to produce two 
concurrent behaviors of target following and obstacle avoidance and for combining the 
results of two behaviors into one set of commands for robot control. The control system 
succeeded in guiding the robot reliably in both tracking of the target and following it while 
keeping a reasonable distance between them that ensures the visibility of the target in the 
camera view. Fuzzy control provided smooth and reliable navigation that circumvents the 
inherent uncertainities and noise in the sensing process, as well as the smooth blending of 
behaviors. 
Future directions of research include the use of more input information such as that from a 
human interface or an external planner.  The goal is to create an autonomous service robot 
that will be able to navigate based on information from combined information from visual 
inputs, sonars and outdoor GPS data that will guide the vehicle in remote target points and 
have a user-friendly interface. 
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1. Introduction 
Autonomous navigation is of primary importance in applications involving the usage of 
Autonomous Guided Vehicles (AGVs). Vision-based navigation systems provide an 
interesting option for both indoor and outdoor navigation as they can also be used in 
environments without an external supporting infrastructure for the navigation, which is 
unlike GPS, for example. However, the environment has to contain some natural or artificial 
features that can be observed with the vision system, and these features have to have some 
relationship to spatial locations in the navigation environment (Cao, 2001). The omni-
directional camera system produces a spherical field of view of an environment. This is 
particularly useful in vision-based navigation systems as all the images, provided by the 
camera system, contain the same information, independent of the rotation of the robot in the 
direction of the optical axis of the camera. This makes the computed image features more 
suitable for localization and navigation purposes (Hrabar & Sukhatme, 2003; Hampton et 
al., 2004). The methods proposed have been developed for vision-based navigation of 
Autonomous Ground Vehicles which utilize an omni-directional camera system as the 
vision sensor. The complete vision-based navigation system has also been implemented, 
including the omni-directional color camera system, image processing algorithms, and the 
navigation algorithms. The actual navigation system, including the camera system and the 
algorithms, has been developed. The aim is to provide a robust platform that can be utilized 
both in indoor and outdoor AGV applications (Cauchois et al., 2005; Sun et al., 2004). 
The fisheye lens is one of the most efficient ways to establish an omnidirectional vision 
system. The structure of the fisheye lens is relatively dense and well-knit unlike the 
structure of reflector lenses which consist of two parts and are fragile. (Li et al., 2006; Ying et 
al., 2006). Omnidirectional vision (omni-vision) holds promise of various applications. We 
use a fisheye lens upwards with the view angle of 185° to build the omni-directional vision 
system. Although fisheye lens takes the advantage of an extremely wide angle of view, there 
is an inherent distortion in the fisheye image which must be rectified to recover the original 
image. An approach for geometric restoration of omni-vision images has to be considered 
since an inherent distortion exists. The mapping between image coordinates and physical 
space parameters of the targets can be obtained by means of the imaging principle on the 
fisheye lens. Firstly a method for calibrating the omni-vision system is proposed. The 
method relies on the utilities of a cylinder on which inner wall including several straight 



 Computer Vision 

 

14 

lines to calibrate the center, radius and gradient of a fisheye lens. Then we can make use of 
these calibration parameters for the correction of distortions. Several imaging rules are 
conceived for fisheye lenses. The regulations are discussed respectively and the distortion 
correction models are generated. An integral distortion correction approach based on these 
models is developed. A support vector machine (SVM) is introduced to regress the 
intersection points in order to get the mapping between the fisheye image coordinate and 
the real world coordinate. The advantage of using the SVM is that the projection model of 
fisheye lens which needs to be acquired from the manufacturer can be ignored. 
Omni-directional vision navigation for autonomous guided vehicles (AGVs) appears 
definite significant since its advantage of panoramic sight with a single compact visual 
scene. This unique guidance technique involves target recognition, vision tracking, object 
positioning, path programming. An algorithm for omni-vision based global localization 
which utilizes two overhead features as beacon pattern is proposed. The localization of the 
robot can be achieved by geometric computation on real-time processing. Dynamic 
localization employs a beacon tracker to follow the landmarks in real time during the 
arbitrary movement of the vehicle. The coordinate transformation is devised for path 
programming based on time sequence images analysis. The beacon recognition and tracking 
are a key procedure for an omni-vision guided mobile unit. The conventional image 
processing such as shape decomposition, description, matching and other usually employed 
technique are not directly applicable in omni-vision. Vision tracking based on various 
advanced algorithms has been developed. Particle filter-based methods provide a promising 
approach to vision-based navigation as it is computationally efficient, and it can be used to 
combine information from various sensors and sensor features. A beacon tracking-based 
method for robot localization has already been investigated at the Tianjin University of 
Technology, China. The method utilizes the color histogram, provided by a standard color 
camera system, in finding the spatial location of a robot with highest probability (Musso & 
Oudjane, 2000; Menegatti et al., 2006).  
Particle filter (PF) has been shown to be successful for several nonlinear estimation 
problems. A beacon tracker based on Particle Filter which offers a probabilistic framework 
for dynamic state estimation in visual tracking has been developed. We independently use 
two Particle Filters to track double landmarks but a composite algorithm on multiple objects 
tracking conducts for vehicle localization. To deal with the mass operations of vision 
tracking, a processor with the ability of effective computation and low energy cost is 
required. The Digital Signal Processor fits our demands, which is well known for powerful 
operation capability and parallel operation of instruction (Qi et al., 2005). It has been widely 
used in complicated algorithm calculation such as video/imaging processing, audio signal 
analysis and intelligent control. However, there are few cases that DSP is applied in image 
tracking as the central process unit. In our AGV platform, DSP has been implemented as a 
compatible on-board imaging tracker to execute the Particle Filter algorithm. An integrated 
autonomous vehicle navigator based on the configuration with Digital Signal Processor 
(DSP) and Filed-programmable Gate Array (FPGA) has been implemented. The tracking 
and localization functions have been demonstrated on experimental platform. 

2. Calibration for fisheye lens camera 
According to the fisheye imaging characteristics (Wang, 2006), the rectification of the fisheye 
image consists of two main phases. First the center of fisheye lens need to be calibrated. 
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Second, establish the mapping between the physical space coordinate and fisheye images 
coordinate. 
The approach for geometric restoration of omni-vision images has been considered in some 
papers since the fisheye lens was used (Cao et al., 2007). Some parameters are primarily 
important in the geometric restoration, such as the center and focal length of the fisheye 
lens. The calibration by using distortion models has been discussed in recent papers (Wang 
et al., 2006; Li et al., 2006; Brauer-Burchardt. & Voss., 2001). The calibration parameters can 
be retrieved by the method of least square and mathematic models. The previous approach 
utilizes grids, which are drawn on a plan surface. The grids will distort after grabbed by the 
fisheye lens camera (Hartley & Kang, 2007). Here, another method for calibrating the center 
of omni-vision images is proposed. 
If a straight line in physical space is parallel to the optical axis direction of the fisheye lens, 
the line will not distort in the fisheye image. Therefore, a cylinder model is proposed in this 
article. To construct the cylinder model, straight lines are drawn on the inner side of the 
cylinder, whose axis is parallel to the optical axis of the fisheye camera. Then enclose the 
camera lens with this cylinder. The image captured with fisheye camera using cylinder 
model is shown in Fig. 1. The intersection of all the lines is the fisheye lens center. 
 

 
Fig. 1. Radial straight lines in fisheye lens image under cylinder model 

To get the conversion relationship between the physical space coordinate and fisheye 
images coordinate, the following method is utilized. The lower vertex of the vertical strip 
which lies in the middle of the image is on the center of the fisheye optical projection that is 
the origin of the fisheye coordinate system as shown in Fig. 2. The horizontal strips have the 
same intervals and the intersection points of the vertical and horizontal strips have the equal 
radial distance between them in physical space. As a result of fisheye distortion, the distance 
between two consecutive intersection points are not equal in the image. But the 
corresponding coordinates of intersection points in the fisheye image is achieved. 
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Fig. 2. Calibration for omnidirectional vision system 

Then we use a support vector machine (SVM) to regress the intersection points in order to 
get the mapping between the fisheye image coordinate and the undistorted image 
coordinate. The advantage of using the SVM is that the projection model of fisheye lens 
which needs to be acquired from the manufacturer can be ignored. 

3. Rectification for fisheye lens distortion 
3.1 Fisheye Lens Rectification principle 
The imaging principle of fisheye lens is different from that of a conventional camera. The 
inherent distortion of the fisheye lens is induced when a 2  steradian hemisphere is 
projected onto a plane circle. Lens distortion can be expressed as (Wang et al., 2006): 

,

,
d u

d v

u u u v

v v u v
 

(1) 

Where u and v  refer to the unobservable distortion-free image coordinates; du  and dv are 

the corresponding image with distortion; ),( vuu and ),( vuv  are distortion in u and 

v direction. 
Fisheye lens distortion can be classified into three types: radial distortion, decentering 
distortion and thin prism distortion. The first just arise the radial deviation. The other two 
produce not only the radial deviation but decentering deviation. 
Generally, radial distortion is considered to be predominant, which is mainly caused by the 
nonlinear change in radial curvature. As a pixel of the image move along projection, the 
further it gets from the center of the lens, the larger the deformation is. 
Owing to the different structure of lens, there are two types of deformation; one is that the 
proportion becomes greater while the range between the points and the center of radial 
distortion becomes bigger. The other is contrary. The mathematical model is as follow 
(Wang et al., 2006): 
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Where 1k , 2k , 3k are radial distortion coefficients; r is the distance from point (u, v) to the 
center of radial distortion. 
The first term is predominant, and the second and third terms are usually negligible, so the 
radial distortion formula can usually be reduced as (Wang et al., 2006):  
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1
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vr
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Here, we just consider radial distortion, others are neglected. Let ( , )u v  be the measurable 
coordinates of the distorted image points, (x,y) be the coordinates of the undistorted image 
points, and the function f be the conversion relationship, which can be expressed as:  

,

,

x f u v

y f u v
 

(4) 

Thus, the relationship between the fisheye image coordinate and physical world image 
coordinate is obtained. 

3.2 Fisheye lens image rectification algorithm 
In the conventional method, the approach to get parameters of distortion is complicated and 
the calculation is too intensive. Support Vector Machines (SVM) is statistical machine 
learning methods which perform well at density estimation, regression and classification 
(Zhang et al., 2005). It suits for small size example set. It finds a global minimum of the 
actual risk upper bound using structural risk minimization and avoids complex calculation 
in high dimension space by kernel function. SVM map the input data into a high-
dimensional feature space and finds an optimal separating hyper plane to maximize the 
margin between two classes in this high-dimensional space. Maximizing the margin is a 
quadratic programming problem and can be solved by using some optimization algorithms 
(Wang et al., 2005). The goal of SVM is to produce model predicts the relationship between 
data in the testing set.  
To reduce the computation complexity, we employ SVM to train a mapping from fisheye 
image coordinate to the undistorted image coordinate. SVM trains an optimal mapping 
between input date and output data, based on which the fisheye lens image can be 
accurately corrected. 
In order to rectify fisheye image we have to get radial distortion on all of distorted image 
points. Based on the conversion model and the great ability of regression of SVM, we select 
a larger number of distorted image points ( , )u v  and input them to SVM. SVM can calculate 
the radial distortion distance and regress ( , )u v  to ,x y  (the undistorted image point); so 
that the mapping between the distortional images point and the undistorted image point 
can be obtained. The whole process of fisheye image restoration is shown in Fig. 3. 
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Fig. 3. Flow chart of fisheye image restoration algorithm 
A number of experiments for fisheye lens image rectification have been implemented. By 
comparison, the results verify the feasibility and validity of the algorithm. The results are 
shown in Fig. 4. 

 
 

 
Fig. 4. A fisheye image (above) and the corrected result of a fisheye image (below) 
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4. Omni-vision tracking and localization based on particle filter 
4.1 Beacon recognition 
Selecting landmark is vital to the mobile robot localization and the navigation. However, the 
natural sign is usually not stable and subject to many external influences, we intend to use 
indoor sign as the landmark. According to the localization algorithm, at least two color 
landmarks are requested which are projected on the edge of the AGV moving area. We can 
easily change the size, color and the position of the landmarks. The height of two landmarks 
and the distance between them are measured as the known parameters. At the beginning of 
tracking, the tracker has to determine the landmark at first. In our experiment, we use 
Hough algorithm to recognize the landmark at the first frame as the prior probability value. 
The Hough transform has been widely used to detect patterns, especially those well 
parameterized patterns such as lines, circles, and ellipses (Guo et al., 2006). Here we utilize 
DSP processor which has high speed than PC to perform the Circular Hough Transform. 
The pattern recognition by using CHT (Circular Hough Transform) is shown in Fig. 5. 
 

 
 

 
Fig. 5. A circle object (above) and the result of Circular Hough Transform (below) 
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4.2 Tracking based on particle filter 
After obtain the initialization value, the two particle filters will track the landmark 
continuously. Particle filtering is a Monte Carlo sampling approach to Bayesian filtering. 
The main idea of the particle filter is that the posterior density is approximated by a set of 
discrete samples with associated weights. These discrete samples are called particles which 
describe possible instantiations of the state of the system. As a consequence, the distribution 
over the location of the tracking object is represented by the multiple discrete particles (Cho 
et al., 2006).  
In the Bayes filtering, the posterior distribution is iteratively updated over the current 
state tX , given all observations 1{ , ..., }t tZ Z Z up to time t, as follows: 

 
1

1: 1 1 1 1
x

( | ) ( | ) ( | ) ( | )
t

t t t t t t t t tp X Z p Z X p X X p X Z dx  (5) 

Where ( | )t tp Z X expresses the observation model which specifies the likelihood of an 
object being in a specific state and 1( | )t tp X X is the transition model which specifies how 
objects move between frames. In a particle filter, prior distribution 1 1( | )t tp X Z is 
approximated recursively as a set of N-weighted samples, which is the weight of a particle. 
Based on the Monte Carlo approximation of the integral, we can get: 
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The principal steps in the particle filter algorithm include: 
STEP 1  Initialization 
Generate particle set from the initial distribution 0( )p X to obtain ( ) ( )

0 0 1{ , }i i N
iX w , and set 

1k . 
STEP 2  Propagation 
For 1,...,i N , Sample ( )i

kX  according to the transition model ( ) ( )
1( | )i i

k kp X X . 
STEP 3 Weighting 
Evaluate the importance likelihood 
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STEP 4 Normalize the weights 

 ( ) ( )( | ) 1,...,i i
k k kw p Z X i N  (8) 

Output a set of particles ( ) ( )
1{ , }i i N

k k iX w that can be used to approximate the posterior 
distribution as 

 ( ) ( )

1
( | ) ( )

N
i i

k k k k k
i

p X Z w X X  (9) 
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Where ( )g  is the Dirac delta function. 

STEP 5 Resample particles ( )i
kX with probability ( )i

tw to obtain N independent and identically 

distributed random particles ( )j
kX approximately distributed according to ( | )k kp X Z . 

STEP 6 Set 1kk , and return to STEP 2. 

4.3 Omni-vision based AGV localization 
In this section, we will discuss how to localize the AGV utilizing the space and image 
information of landmarks. As it is shown in Fig. 6, two color beacons which are fixed on the 
edge of the AGV moving area as landmarks facilitate navigation. The AGV can localize itself 
employing the fisheye lens camera on top of it.  
The height of two landmarks and the distance between them are measured as the known 
parameters. When the AGV is being navigated two landmarks are tracked by two particle 
filters to get the landmarks positions in the image.  

 
Fig. 6. Physical space coordinates system for landmarks localization 

 

    
Fig. 7. Left figure shows that the relationship between incident angles and radial distances 
of fisheye lens. Right figure illustrates the values of corresponding incident angles with 
different grey levels in the whole area of fisheye sphere image  
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According to the Equal Distance Projection Regulation, the angle of view  corresponds 
with the radial distance r between projection point and projection center. As shown in Fig. 7, 
the mapping between  and r can be established. Based on this mapping, the image 
coordinate and space angle of the landmark are connected. 
Utilizing the depressions obtained from images and demarcated parameters of landmarks, 
the physical space position of the AGV is confirmed. We tag the landmarks as A and B. In 
order to set up the physical coordinate system, A is chosen as the origin. AB is set as axis X 
and the direction from A to B is the positive orientation of axis X. Axis Y is vertical to Axis X. 
According to the space geometry relations, we can get: 

 

2 2 2
1 1 2 2

2 2
1 1

[cot ( )] [cot ( ) ]
2

[cot ( ) ]

h v h v d
x

d
y h v x

 (10) 

where ( , )x y  is the physical space coordinate of lens, �“ 1h �” and �“ 2h �” are the height of two 
landmarks, �“ d �” is the horizontal distance between two landmarks, �“ v �” is the height from 
ground to lens, �“ 1 �” and �“ 2 �” are the depression angles from landmark A and B to lens. 
Here, y is nonnegative. Thus the moving path of AGV should keep on one side of the 
landmarks, which is half of the space. 

5. Navigation system 
5.1 Algorithm architecture of navigator 
A dynamic omni-vision navigation technique for mobile robots is being developed. 
Navigation functions involve positional estimation and surrounding perception. Landmark 
guidance is a general method for vision navigation in structural environments. An 
improved beacon tracking and positioning approach based on a Particle Filter algorithm has 
been utilized. Some typical navigation algorithms have been already implemented such as 
the classic PID compensator, neural-fuzzy algorithm and so on. The multi-sensory 
information fusion technique has been integrated into the program. The hybrid software 
and hardware platform has been developed. 
The algorithm architecture of the on-board navigator, as shown in Fig. 8, consists of the 
following phases: image collection, image pre-processing, landmark recognition, beacon 
tracking, vehicle localization and path guidance. The image distortion correction and 
recovery for omni-vision is a critical module in the procedures, which provides coordinate 
mapping for position and orientation. 

5.2 Hardware configuration of navigator 
The design of the navigator for mobile robots depends on considering the integration of the 
algorithm and hardware. Real-time performance is directly influenced by the results of 
localization and navigation. Most image processing platforms use a PC and x86 CPUs. This 
presents some limitations for an on-board navigator for vehicles because of redundancy 
resources, energy consuming and room utility.  
This article presents a compatible embedded real-time image processor for AGVs by utilizing a 
Digital Signal Processor (DSP) and Field-Programmable Gate Array (FPGA) for the image 
processing component. The hardware configuration of the navigator is shown in Fig. 9. 
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Fig. 8. The algorithm architecture of the navigator 

 
Fig. 9. Hardware configuration of the unique navigator 

The DSP facilitates Enhanced DMA (EDMA) to transfer data between the DSP and external 
Navigation Module efficiently. Pipeline and code optimization are also required to move to 
sharply increase the speed. An efficient FPGA preprocessing uses binarized images with a 
given threshold before starting processing and also provides some necessary trigger signal 
functions. With this coprocessor, it is possible to accelerate all navigator processes. The DSP 
and FPGA can cooperate with each other to solve the real-time performance problems; the 
flexible frame is reasonable and practical.  
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The navigation module consists of an embedded platform, multi-sensors and an internet 
port. The embedded system is employed for a navigation platform, which consists of the 
following functions: vehicle localization, line following path error correction, obstacle 
avoidance through multi-sensory capability. There are three operation modes: remote 
control, Teach/Playback and autonomous. The internet port provides the wireless 
communication and human-computer interaction. The motor servo system is utilized for 
motion control. With the prototype we have obtained some satisfying experimental results. 

6. Experimental result 
The final system has been implemented by utilizing a real omni-directional vision AGV in 
an indoor environment which has been verified in terms of both the practicability and the 
feasibility of the design. The prototype experimental platform is shown in Fig. 10. 
 

 
Fig. 10. Experimental autonomous guided vehicle platform 

We perform the experiments twice to show the result. Two beacons with different colors are 
placed on the roof as landmarks. A color histogram was uses as the feature vector in particle 
filters. The experimental area we choose is about 30 square meters. The height of Landmarks 
A and B are 2.43m and 2.46m, respectively. The distance between them is 1.67m. The height 
of lens is 0.88m. At the initialization, the original positions of landmarks in the image are set 
for the tracker. The AGV guided by double color landmarks shown in Fig. 11. Driving path 
and orientation shown in Fig. 12. We can see the localization results are dispersed on the 
both sides of the moving path. The Fig. 12 demonstrates the results of AGV orientation 
corresponding to the positions in left figures from each localization cycle. The totally 16 
fisheye images that were picked up are shown in Fig. 13 and Fig. 14. The numerical 
localization results are listed in the Table 1 and Table 2. 
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Fig. 11. Localization of the experimental AGV platform 

   
 

   
Fig. 12. Localization and orientation of autonomous vehicle in experiment 1 (above) and 2 
(below) (the units are meter and degree (angle)) 
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Fig. 13. Results of dynamic beacon tracking based on particle filters in experiment 1 

(x, y, ) 1 2 3 4 
Actual Coordinates (1.31, 1.35, 45°) (2.00, 1.88, 68°) (2.46, 2.67, 74°) (2.34, 2.93, 144°) 

Localization 
Coordinates (1.47, 1.33, 43°) (2.32, 1.93, 66°) (2.33, 2.69, 79°) (2.38, 2.96, 148°) 

(x, y, ) 5 6 7 8 
Actual Coordinates (1.35, 3.45, 162°) (0.66, 3.00, 271°) (0.00,1.94, 135°) (-0.92, 1.33, 137°) 

Localization 
Coordinates (1.38, 3.47, 160°) (0.68, 3.06, 276°) (-0.18, 2.00, 132°) (-0.88, 1.29, 135°) 

Table 1. Localization results of experiment 1(units are meter and degree (angle)) 

 
Fig. 14. Results of dynamic beacon tracking based on particle filters in experiment 2 



Dynamic Omnidirectional Vision Localization Using a Beacon Tracker Based on Particle Filter 

 

27 

(x, y, ) 1 2 3 4 
Actual Coordinates (2.12, 1.06, 166°) (2.05, 1.21,168°) (1.53, 1.58,173°) (1.07, 1.75, 176°) 

Localization 
Coordinates (2.23, 1.07, 165°) (2.00, 1.18, 168°) (1.55, 1.52,171°) (1.00, 1.78 178°) 

(x, y, ) 5 6 7 8 
Actual Coordinates (0.52,1.93,179°) (0.06,1.73,188°) (-0.32,0.51,211°) (-0.78,1.22,218°) 

Localization 
Coordinates (0.50,1.90,180°) (0.00,1.70,191°) (-0.35,0.50,210°) (-0.75,1.20,220°) 

Table 2. Localization results of experiment 2(units are meter and degree (angle)) 

7. Conclusion 
We establish omni-directional vision system with fisheye lens and solve the problem of 
fisheye image distortion. A method for calibrating the omni-vision system is proposed to 
generate the center of a fisheye lens image. A novel fisheye image rectification algorithm 
based on SVM, which is different from the conventional method is introduced. Beacon 
recognition and tracking are key procedures for an omni-vision guided mobile unit. A 
Particle Filter (PF) has been shown to be successful for several nonlinear estimation 
problems. A beacon tracker based on a Particle Filter which offers a probabilistic framework 
for dynamic state estimation in visual tracking has been developed. Dynamic localization 
employs a beacon tracker to follow landmarks in real time during the arbitrary movement of 
the vehicle. The coordinate transformation is devised for path programming based on time 
sequence images analysis. Conventional image processing such as shape decomposition, 
description, matching, and other usually employed techniques are not directly applicable in 
omni-vision. We have implemented the tracking and localization system and demonstrated 
the relevance of the algorithm. The significance of the proposed research is the evaluation of 
a new calibration method, global navigation device and a dynamic omni-directional vision 
navigation control module using a beacon tracker which is based on a particle filter through 
a probabilistic algorithm on statistical robotics. An on-board omni-vision navigator based on 
a compatible DSP configuration is powerful for autonomous vehicle guidance applications. 
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1. Introduction 
Computer vision provides non-contact measurements of the world, extending the robot 
ability to operate in circumstances and environments which can not be accurately 
controlled. The use of visual observations to control the motions of robots has been 
extensively studied, this approach is referred in literature as visual servoing. 
Conventional cameras suffer from a limited field of view. One effective way to increase the 
field of view is to use mirrors in combination with conventional cameras. The approach of 
combining mirrors with conventional cameras to enhance sensor field of view is referred as 
catadioptric image formation. 
In order to be able to model the catadioptric sensor geometrically, it must satisfy the 
restriction that all the measurements of light intensity pass through only one point in the 
space (effective viewpoint). The complete class of mirrors that satisfy such restriction where 
analyzed by Baker and Nayar [1]. In [2] the authors deal with the epipolar geometry of two 
catadioptric sensors. Later, in [3] a general model for central catadioptric image formation 
was given. Also, a representation of this general model using the conformal geometric 
algebra was showed in [4]. 
Visual servoing applications can be benefit from sensors providing large fields of view. This 
work will show how a paracatadioptric sensor (parabolic mirror and a camera) can be used 
in a visual servoing task for driving a nonholonomic mobile robot. 
The work is mainly concerned with the use of projected lines extracted from central 
catadioptric images as input of a visual servoing control loop. The paracatadioptric image of 
a line is in general a circle but sometimes it could be a line. This is something that should be 
taken into account to avoid a singularity in the visual servoing task. 
In this work we will give a framework for the representation of image features in parabolic 
catadioptric images and their transformations. In particular line images in parabolic 
catadioptric images are circles. While of course conics and therefore circles can be 
represented in the projective plane we will provide a much more natural representation 
utilizing the conformal geometric algebra (CGA). 
In CGA the conformal transformations are linearized using the fact that the conformal 
group on Rn is isomorphic to the Lorentz group on Rn+1. Hence nonlinear conformal 
transformations on Rn can be linearized by representing them as Lorentz transformations 
and thereby further simplified as versor representation. These versors can be applied not 
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only to points but also to all the CGA entities (spheres, planes, circles, lines and point-pairs). 
In this model a b c represents the circle thought the three points. If one of these points is a 
null vector e  representing the point at infinity, then a  b  e  represents the straight line 
trough a and b as a circle through infinity. This representation could not be available 
without the concept of null vector. 
In contrast with other catadioptric sensors the paracatadioptric sensors have certain 
properties that make them very interesting. One important property is that paracatadioptric 
projection is conformal, this motivate us to use the conformal geometric algebra to represent 
it. Thus the paracatadioptric projection can be expressed linearly using versors of CGA. The 
advantage of our framework is that the projection can be applied to circles and lines in the 
same way as it does for points. That advantage has a tremendous consequence since the 
nonlinearity of the paracatadioptric image has been removed. As a result the input features 
for the visual servoing control loop can be handled effectively in order to design an efficient 
vision-based control scheme. 
The rest of this paper is organized as follows: The next section will give a brief introduction 
to the conformal geometric algebra. In section 3 we show the equivalence between 
inversions on the sphere and the parabolic projections. Then, in section 4 we show the 
paracatadioptric image formation using the proposed framework. Later, in section 5 an 
application of a paracatadioptric stereo sensor is given. Finally, the conclusions are in 
section 6. 

2. Conformal geometric algebra 

In general, a geometric algebra [5] n is a n-dimensional vector space n over the reals . 
The geometric algebra is generated defining the geometric product as an associative and 
multilinear product satisfying the contraction rule 

 (1) 

where  is 1, 0 or 1 and is called the signature of ei. When ei  0 but its magnitude |ei| is 
equal to zero, ei is called null vector. 
The geometric product of a geometric algebra p,q,r for two basis ei and ej is defined as 

 

(2) 

Thus, given a n-dimensional vector space Vn
 with an orthonormal basis {e1, e2, ...en} its 

corresponding geometric algebra is generated using the geometric product. We can see that 
for a n-dimensional vector space, there are 2n

 ways to combine its basis using the geometric 
product. Each of this product is called a basis blade. Together they span all the space of the 
geometric algebra n. 
We also denote with p,q a geometric algebra over p,q

 where p and q denote the signature of 
the algebra. If p 0 and q = 0 the metric is euclidean n, if non of them are zero the metric is 
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pseudoeuclidean. A generic element in p,q is called a multivector. Every multivector M can 
be written in the expanded form 

 
(3) 

where  represents the blade of grade i. The geometric product (denoted juxtaposition) 
of vectors is defined with a scalar part called the inner product and an outer product, which 
is a non scalar quantity, for example the outer product of a and b is 

 (4) 

The conformal geometric algebra [5] is the geometric algebra over an homogeneous 
conformal space. This framework extends the functionality of projective geometry to include 
circles and spheres. Furthermore, the dilations, inversions, rotations and translations in 3D 
becomes rotations in the 5D conformal geometric algebra. These transformations can not 
only be applied to points or lines, but to all the conformal entities (points, lines, planes, 
point pairs, circles and spheres). 
In the conformal geometric algebra (CGA) we firstly add two extra vector basis e+ and e  to 
our 3

 Euclidean space {e1, e2, e3, e , e+}, where = 1 and = 1. We denote this algebra 
with G4,1 to show that four basis vectors square to +1 and one basis vector square to 1. In 
addition we define 

 
(5) 

we note that they are null vectors since . The vector e0 can be interpreted as 
the origin of the coordinate system, and the vector e  as the point at infinity. A few useful 
properties (easily proved) about this basis are 

 

(6) 

Where E = e+  e  is called the Minkowski plane. 
To specify a 3-dimensional Euclidean point in an unique form in this 5-dimensional space, 
we require the definition of two constraints. The first constraint is that the representation 
must be homogeneous, that is X and X represent the same point in the Euclidean space. 
The second constraint requires that the vector X be a null vector (X2 = 0). The equation that 
satisfies these constraints is 

 
(7) 
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where x n and X n+1. Note that this is a bijective mapping. From now and in the rest 
of the paper the points X are named conformal points and the points x are named Euclidean 
points. A conformal point (7) lies on the intersection of the null cone n+1 and the 

hyperplane n+1(e , e0), that is 

 (8) 

A sphere on the CGA can be defined as 

 
(9) 

To test for incidence of a point X with an entity S expressed in the inner product null space 
(IPNS) we use 

 (10)

A point in the CGA is represented using (9), but setting the radius r = 0 we get (7). Also note 
that if x = 0 in (7) we get the point e0 of (5) corresponding to the origin of n. One interesting 
thing about the conformal points is that their inner product 

 

(11)

is a directly representation of the Euclidean distance between the two points. Thus, the inner 
product has now a geometric meaning due to the concept of null vectors. Therefore, the 
square of a conformal point X2 = XX = X ·X +X X = X ·X = 0 represents the Euclidean 
distance with itself. 
In the CGA two multivectors represent the same object if they differ by just a non zero scalar 
factor, that is 

 (12)

Thus, multiplying (9) with a scalar  we get 

 
(13)

if we calculate the inner product of the above equation with respect to the point at infinity e  

 
(14)
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we have recover the scalar factor . Therefore, if we want to normalize a sphere S (i.e.  = 1) 
we apply 

 
(15)

The same equation can be applied to points, remember that they are nothing but spheres of 
zero radius. For other objects the common normalization is by its magnitude that is 

 

(16)

where represents the i-vector part of the multivector M. 
An important operation that is used in the geometric algebra is called reversion, denoted by 
�”~�” and defined by 

 
(17)

2.1 Geometric objects representation 
The geometric objects can also be defined with the outer product of points that lie on the 
object. For example, with four points we define the sphere 

 (18)

The incidence of a point X with the sphere S* expressed in the outer product null space 
(OPNS) is 

 (19)

Both representation of the sphere (S and S*) are dual to each other, i.e. orthogonal to each 
other in the representative conformal space. Therefore, the representations are equivalent if 
we multiply them by the pseudoscalar Ic = e1  e2  e3  e+  e , thus 

 (20)

If one of the points of the sphere (18) is the point at infinity, then the sphere becomes a plane 
(a flat sphere with infinite radius) 

 (21)

Similarly, the outer product of three points defines a circle C* = A  B  C, and if one of the 
points of the circle is at infinity (C* = A B e ) then the circle becomes a line (a flat circle 
with infinite radius), see (Table 1). The line can also be defined as the outer product of two 
spheres 

 (22)
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which is the line passing through the centers of the spheres S1 and S2. If instead of two 
spheres we take one sphere and a point 

 (23)

then the line passes through the center of the sphere S and point X. 
A complete list of the entities and their representations are given in (Table 1). The table 
shows a geometric object called point-pair, which can be seen as the outer product of two 
points 

 (24)

The point-pair represents a 1-dimensional sphere, and it can be the result of the intersection 
between: a line and a sphere, two circles or three spheres. In addition, if one of the points is 
the point at infinity 

 (25)

then we get a special point-pair which is called flat-point. If the intersection between two 
lines exists, then they intersect in one point X and also at the point at infinity. It also can be 
the result of the intersection between a line and a plane. 
 

 
Table 1. Entities in conformal geometric algebra 

2.2 Conformal transformations 
A transformation of geometric objects is said to be conformal if it preserves angles. Liouville 
was the first that proved that any conformal transformation on n

 can be expressed as a 
composite of inversions and reflections in hyperplanes. The CGA 4,1 allows the computation 
of inversions and reflections with the geometric product and a special group of multivectors 
called versors. 

2.3 Objects rigid motion 
In conformal geometric algebra we can perform rotations by means of an entity called rotor 
which is defined by 

 
(26)
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where l is the bivector representing the dual of the rotation axis. To rotate an entity, we 
simply multiply it by the rotor R from the left and the reverse of the rotor  from the right, 

  
If we want to translate an entity we use a translator which is defined as 

 
(27)

With this representation the translator can be applied multiplicatively to an entity similarly 
to the rotor, by multiplying the entity from the left by the translator and from the right with 
the reverse of the translator:  
Finally, the rigid motion can be expressed using a motor which is the combination of a rotor 
and a translator: M= TR, the rigid body motion of an entity is described with  
For more details on the geometric algebra and CGA, the interested reader is referred to view 
[5�–9]. 

3. Paracatadioptric projection and inversion 
In this section we will see the equivalence between the paracatadioptric projection and the 
inversion. The objective of using the inversion is that it can be linearized and represented by 
a versor in the conformal geometric algebra. This versor can be applied not only to points 
but also to point-pairs, lines, circles, spheres and planes. 
The next subsection shows the equivalence between the paracatadioptric projection and the 
inversion, later the computation of the inversion using will be shown. 

3.1 Paracatadioptric projection 
The parabolic projection of a point  is defined as the intersection 
of the line xf (where f is the parabola�’s focus) and the parabolic mirror, followed by an 
orthographic projection. The orthographic projection is to a plane perpendicular to the axis 
of the mirror. 
The equation of a parabola with focal length p, whose focus is at the origin is 

 
(28)

The projection of the point x to the mirror is 

 (29)

where  is defined as 

 
(30)

Finally, the point xp is projected onto a plane perpendicular to the axis of the parabola. The 
reason for this is that any ray incident with the focus is reflected such that it is perpendicular 
to the image plane. 
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3.2 Relationship between inversion and parabolic projection 
The inversion of a point x 3 with respect to sphere centered at the origin, and radius r, is 
a point x�’ 3 lying on the line defined by the point x and the origin, if x�’ is the inverse of 
the point x then 

 (31)

When the sphere is centered at the point c 3, the inverse of the point x is defined as 

 
(32)

As we already mention, the parabolic projection of a point x can be found with (30). Now, 
given a sphere centered at the origin with radius p, see Fig. 1. The projection of the point x 
on the sphere is simply 

 
(33)

 
Fig. 1. Parabolic projection. 

Note that there are three similar triangles in Fig. 1, which can be seen clearly in Fig. 2. The three 
triangles are : NSQ, NPS and SPQ. Therefore  
which is the exactly the inversion of a point with respect to a circle centered at N and radius 

 Thus we have that 

 (34)

Thus, the parabolic projection of a point x is equivalent to the inversion of a point , where 
the point  lies on a sphere s centered at the focus of the parabola and radius p, with respect to 
a sphere s0, centered at n and radius 2p, see Fig. 3. To prove this equivalence we can use the 
definitions of the parabolic projection and inversion. With the definition of inversion (31) we 
have the following equation 

 (35)

where n = pe3 3. 

 
(36)
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Fig. 2. The three similar triangles of the stereographic projection 

thus, the projected point is 

 
(37)

The constant   is equal to 

 
(38)

which is exactly the same value of the scalar  from the parabolic projection (30). Therefore, 
we can conclude that the parabolic projection (29) and the inversion (37) of the point x are 
equivalent. 
 

 
Fig. 3. Equivalence between parabolic projection and inversion 

3.3 Inversion and the conformal geometric algebra 
In the conformal geometric algebra, the conformal transformations are represented as 
versors [7]. In particular, the versor of the inversion is a sphere, and it is applied in the same 
way as the rotor, or the translator. Given a sphere of radius r centered at c represented by 
the vector 

 
(39)

the inversion of a point X with respect to S is 
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 (40)

To clarify the above equation, let us analyze the special case when S is a unit sphere, 
centered at origin. Then S reduces to 

 
(41)

thus (40) becomes 

 

(42)

The first term e+xe+ is equal to 

 (43)

The term  is equivalent to 

 (44)

Finally, the last term is 

 
(45)

Rewriting (42) we have 

 
(46)

From the above equation we recognize the Euclidean point 

 
(47)

which represents the inversion of the point x. The case of the inversion with respect to an 
arbitrary sphere is 

 
(48)

where f(x) is equal to (37), the inversion in Rn. The value  represents the scalar factor of the 
homogeneuos point. 
The interesting thing about the inversion in the conformal geometric algebra is that it can be 
applied not only to points but also to any other entity of the CGA. In the following section 
we will see how the paracatadioptric image formation can be described in terms of the CGA. 
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4. Paracatadioptric image formation and conformal geometric algebra 
In the previous section we saw the equivalence between the parabolic projection and the 
inversion. We also saw how to compute the inversion in the CGA using a versor, in this case 
the versor is simply the sphere where the inversion will be carried out. In this section we 
will define the paracatadioptric image formation using the CGA. 
Given a parabolic mirror with a focal length p, the projection of a point in the space through 
the mirror followed by an orthographic projection can be handled by two spheres. Where 
the first sphere is centered at the focus of the mirror, and its radius is p. This sphere can be 
defined as 

 
(49)

The second sphere S0 can be defined in several ways, but we prefer to define it with respect 
to a point N on the sphere S (i.e. N · S = 0). If we compare the point equation (7) with the 
sphere equation (9), we can observe that the sphere has an extra term  thus if we 
extract it to the point N we get a sphere centered at N and with radius r. The sphere S0 is 
defined as 

 
(50)

where 2p is the radius of the sphere. With these two spheres the image formation of points, 
circles and lines will be showed in the next subsections. 

4.1 Point Images 
Let X be a point on the space, its projection to the sphere can be found by finding the line 
passing through it and the sphere center, that is 

 (51)

then, this line is intersected with the sphere S 

 (52)

Where Zs is a point-pair  the paracatadioptric projection of this point can 
be found with 

 (53)

which is also a point pair  The paracatadioptric projection of the point 
closest to X, can be found with 

 
(54)

and then with 
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 (55)

The point Xc is the projection of the point X onto the catadioptric image plane, which is 
exactly the same point obtained through a parabolic and orthographic projections (Fig. 4). 
 

 
Fig. 4. Point projection onto the catadioptric image plane 

4.2 Back projection of point images 
Given a point Xc on the catadioptric image (Fig. 4), its projection to the sphere is simply 

 (56)

Since the point Xs and the sphere center lie on the line  , it can be calculated as 

 (57)

The original point X lies also on this line, but since we have a single image the depth can not 
be determined and thus the point X can no be calculated. 

4.3 Circle images 
The circle images can be found in the same way as for points images. To see that, let 
X1,X2,X3 be three points on the sphere S, the circle defined by them is 

 (58)

which can be a great or a small circle. The projection of the circle onto the catadioptric image 
is carried out as in (55) 

 (59)

Where  could be a line, but there is no problem since it is represented as a circle with one 
point at infinity. 
The back projection of a circle (or line)  that lie on the catadioptric image plane, can be 
found easily with 
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 (60)

In Fig. 5 the projection of circles on the sphere to the catadioptric image plane is shown. 
 

 
Fig. 5. Projection of circles on the sphere. 

4.4 Line images 
To find the paracatadioptric projection of a line L* in the 3D space (Fig. 59), we first project 
the line to the sphere S. The plane defined by the line L* and the sphere S is 

 (61)

then the projection of the line L* onto the sphere is 

 (62)

where Cs is a great circle. Finally the paracatadioptric projection of L* can be found with the 
inversion of the circle Cs, that is 

 (63)

 
Fig. 6. Projection of a line in the space 

5. Robot control using paracatadioptric lines 
The problem to be solved is the line following with a mobile robot. The mobile robot is a 
nonholonomic system with a paracatadioptric system. We assume that the camera optical 
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axis is superposed with the rotation axis of the mobile robot. Thus, the kinematic screw is 
only composed with a linear velocity v along the e1 axis and an angular velocity . 
The problem will be solved using paracatadioptric image of lines. One of those lines is the 
paracatadioptric image of the desired line Cd and the other one is the current 
paracatadioptric image of the tracked line C. These lines will be projected to the sphere and 
then to a perspective plane p, in this planes the image projection are straight lines. Finally, 
with the lines on the perspective plane we will compute the angular and lateral deviations. 
Consider the paracatadioptric image Cd of the desired 3D line  the inverse 
paracatadioptric projection of Cd can be found with 

 (64)

Then the plane where the circle lies is defined as 

 (65)

Finally, the intersection of the plane  with the perspective plane  is 

 (66)

this line is the projection of the paracatadioptric image line  into the perspective plane 
. The perspective plane can be defined as 

 (67)

where  and 

 (68)

The expression S  S e  represents the line passing through the centers of both spheres (S 
and S0). The value of the scalar  can be defined arbitrarily. 
The current paracatadioptric line C can be projected into the line L in the perspective plane 
in similar way using the above equations, see Fig. 7. 
 

 
Fig. 7. a) Paracatadioptric projection of the desired and current line. b) Projection of the 
paracatadioptric lines into the perspective plane. 

The lines  and , on the perspective plane, define a rotor which can be computed with 

 (69)
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where  represents the geometric product of the two lines. The angle between the lines 
is then 

 (70)

which represents the angular deviation. The lateral deviation can be found with the signed 
distance between the lines, the signed distance between the lines is 

 (71)

The angular and lateral deviations are used in a dynamic controller ,proposed in [10], to 
generate the robot�’s angular velocity. The dynamic controller is 

 
(72)

where the control gains are defined as 

 (73)

 (74)

The value of  is left free to specify faster or slower systems, and where  is usually set to 
1/ 2 . The trajectories of the paracatadioptric images and the current paracatadioptric line 
are show in Fig. 8. These trajectories confirm that task is correctly realized. In Fig. 9 the angular 
an lateral deviations of the current paracatadioptric image with respect to the desired image 
are shown. These figures show that both deviations are well regulated to zero. 
 

 
                                           a)                                                                         b) 
Fig. 8. a) Tracked line in the paracatadioptric image. b) Trajectory of the projected lines in 
the paracatadioptric image. 

6. Conclusions 
In this work a comprehensive geometric model for paracatadioptric sensors has been 
presented. The model is based on the equivalence between paracatadioptric projection and the 
inversion. The main reason for using the inversion is that it can be represented by a versor (i.e. 
a special group of multivectors) in the CGA. The advantage of this representation is that it can 
be applied not only to points but also to point-pairs, lines, circles, spheres and planes. 
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The paracatadioptric projection and back-projection of points, point-pairs, circles, and lines is 
simplified using the proposed framework. This will allow an easier implementation of 
paracatadioptric sensors in more complex applications. 
 

 
Fig. 9. a) Angular deviation. b) Lateral Deviation. 
The proposed framework has been used to control a nonholonomic robot, with a 
paracatadioptric sensor. The input to the control scheme are the paracatadioptric images of 
the desired and current lines. With help of the proposed model the paracatadioptric images 
are back projected to sphere, and then projected to a perspective plane. Then, the lines on 
the perspective plane are used to compute the angular and lateral deviations. Finally, with 
these values the angular velocity of the robot can be computed using a dynamic controller. 
The application showed that is not necessary to have 3D measurements of the scene to solve 
the task, indeed it is possible to solve it from image data only. 
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1. Introduction 
Visual servoing techniques aim at controlling the robot motion using vision data provided 
by a camera to reach a desired goal defined in the image (Chaumette & Hutchinson, 2006). 
Therefore, if the considered features are lost because of an occlusion or any other 
unexpected event, the desired task cannot be realized anymore. The literature provides 
many works dealing with this problem. A first common solution is to use methods allowing 
to preserve the visual features visibility during the whole mission. Most of them are 
dedicated to manipulator arms, and propose to treat this kind of problem by using 
redundancy (Marchand & Hager, 1998; Mansard & Chaumette, 2005), path-planning 
(Mezouar & Chaumette, 2002), specific degrees of freedom (DOF) (Corke & Hutchinson, 
2001; Kyrki et al., 2004), zoom (Benhimane & Malis, 2003) or even by making a tradeoff with 
the nominal vision-based task (Remazeilles et al., 2006). In a mobile robotics context, the 
realization of a vision-based navigation task in a given environment requires to preserve not 
only the image data visibility, but also the robot safety. In that case, techniques allowing to 
avoid simultaneously collisions and visual data losses such as (Folio & Cadenat, 2005a; Folio 
& Cadenat, 2005b) appear to be limited, because they are restricted to missions where an 
avoidance motion exists without leading to local minima (Folio, 2007). As many robotic 
tasks cannot be performed if the visual data loss is not tolerated, a true extension of these 
works would be to provide methods that accept that occlusions may effectively occur 
without leading to a task failure. A first step towards this objective is to let some of the 
features appear and disappear temporarily from the image as done in (Garcia-Aracil et al., 
2005). However, this approach is limited to partial losses and does not entirely solve the 
problem. Therefore, in this work, our main goal is to propose a generic framework allowing 
to reconstruct the visual data when they suddenly become unavailable during the task 
execution (camera or image processing failure, landmark loss, and so on). Thus, this work 
relies on the following central assumption: the whole image is considered temporarily entirely 
unavailable. This problem can be addressed using different methods such as tracking or 
signal processing techniques. However, we have chosen here to develop another approach 
for several reasons, which will be detailed in the chapter.  
The proposed technique allows to reconstruct the visual features using the history of the 
camera motion and the last available features. It relies on the vision-motion link that is on 
the relation between the camera motion and the visual data evolution in the image.  
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The chapter is organized as follows. We first state the problem and introduce a new general 
framework allowing to reconstruct the visual features when they become unavailable. Then, 
we apply it to design a controller able to perform a vision-based navigation task despite the 
temporary total loss of the landmark during the mission. Finally, we present simulation and 
experimental results validating the developed approach. We end the chapter by providing a 
comparative analysis of the different proposed methods. 

2. Visual data estimation 
In this section, we address the problem of estimating (all or some) visual data s whenever 
they become unavailable during a vision-based task. Thus, the key-assumption, which 
underlies our works, is that the whole image is considered to be temporarily completely 
unavailable. Hence, methods which only allow to treat partial losses of the visual features 
such as (Garcia-Aracil et al., 2005; Comport et al., 2004) are not suitable here. Following this 
reasoning, we have focused on techniques dedicated to image data reconstruction. Different 
approaches, such as signal processing techniques or tracking methods (Favaro & Soatto, 
2003; Lepetit & Fua, 2006) may be used to deal with this kind of problem. Here, we have 
chosen to use a simpler approach for several reasons. First, most of the above techniques 
rely on measures from the image which are considered to be totally unavailable in our case. 
Second, we suppose that we have few errors on the model and on the measures1. Third, as it 
is intended to be used in a visual servoing context, the estimated features must be provided 
sufficiently rapidly wrt. the control law sampling period Ts. Another idea is to use a 3D 
model of the object together with projective geometry in order to deduce the lacking data. 
However, this choice would lead to depend on the considered landmark type and would 
require to localize the robot. This was unsuitable for us, as we want to make a minimum 
assumption on the landmark model. Thus, we have finally chosen to design a new approach 
to reconstruct the image data when they are entirely lost. It relies on the vision/motion link 
that relates the variation of the visual features in the image to the camera motion. In the 
sequel, we define more precisely this notion and then present our estimation method.  

2.1 The vision/motion link 
In this part, we focus on the vision/motion link. We consider a camera mounted on a given 
robot so that its motion is holonomic (see remark 1). The camera motion can then be 
characterized by its kinematic screw vc as follows:  

 qJv
0/

/

FF

F
FC

c
c

c
c

V  (1) 

where 
ccc

c

c
VVVV F

FC zyx ,,/  and 
ccc

c

c

F
FF zyx ,,

0/  represent the  translational and 

rotational velocity of the camera frame wrt. the world frame expressed in Fc (see figure 1). J 
represents the robot jacobian, which relates vc to the control input q . 

                                                 
 
1 In case where this assumption is not fulfilled, different techniques such as Kalman filtering 
based methods for instance may be used to take into account explicitly the system noises. 
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Remark 1: We do not make any hypothesis about the robot on which is embedded the 
camera. Two cases may occur: either the robot is holonomic and so is the camera motion; or 
the robot is not, and we suppose that the camera is able to move independently from it 
(Pissard-Gibollet & Rives, 1995). 
 

 
Fig. 1. The pinhole camera model. 

Now, let us define the vision/motion link. In this work, we only consider fixed landmarks. 
We suppose that it can be characterized by a set of visual data s provided by the camera. We 
denote by z a vector describing its depth. As previously mentioned, the vision/motion link 
relates the variation of the visual signals s  to the camera motion. For a fixed landmark, we 
get the following general definition (Espiau et al., 1992):  

 qJLvLs zszs ),(),( c  (2) 

where ),( zsL  represents the interaction matrix. This matrix depends mainly on the type of 

considered visual data s and on the depth z representation. We suppose in the sequel that 
we will only use image features for which L(s,z) can be determined analytically. Such 
expressions are available for different kinds of features such as points, straight lines, circles 
in (Espiau et al., 1992), and for image moments in (Chaumette, 2004).  
Our idea is to use the vision/motion link together with a history of the previous measures of 
image features and of the camera kinematic screw to reconstruct the visual data s. We have 
then to solve the differential system given by equation (2). However, this system depends 
not only on the visual features s but also on their depth z. Therefore, relation (2) cannot be 
directly solved and must be rewritten to take into account additional information about z. 
This information can be introduced in different ways, depending on the considered visual 
primitives. Therefore, in the sequel, we will first state the problem for different kinds of 
image data before presenting a generic formulation. We will then successively consider the 
case of points, of other common visual features and of image moments. 

2.1.1 The most simple case: the point 
The point is a very simple primitive, which can be easily extracted from the image. It is then 
commonly used in the visual servoing area. This is the reason why we first address this case. 
Therefore, we consider in this paragraph a visual landmark made of n interest points. Let us 
recall that, using the pinhole camera model, a 3D point ip  of coordinates (xi, yi, zi) in cF is 
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projected into a point Pi (Xi, Yi) in the image plane (see figure 1). We can then define the 
visual signals vector by a 2n-dimensional vector T

nn YXYX ,,,, 11s , where (Xi, Yi) are the 
coordinates of each projected point. In this case, the interaction matrix 

T
zPzP nn ),(),(),( ,,

11
LLL zs  is directly deduced from the optic flow equations. ),( ii zPL  is given 

by (Espiau et al., 1992):  
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where f is the camera focal length. As one can see, ),( zPL  explicitly requires a model or an 

estimation of the depth zi of each considered point Pi. Several approaches may be used to 
determine it. The most obvious solution is to measure it using dedicated sensors such as 
telemeters or stereoscopic systems. However, if the robotic platform is not equipped with 
such sensors, other approaches must be considered. For instance, it is possible to use 
structure from motion (SFM) techniques (Jerian & Jain, 1991; Chaumette et al., 1996; Soatto 
& Perona, 1998; Oliensis, 2002), signal processing methods (Matthies et al., 1989), or even 
pose relative estimation (Thrun et al., 2001). Unfortunately, these approaches require to use 
measures from the image, and they cannot be applied anymore when it becomes completely 
unavailable. This is the reason why we propose another solution consisting in estimating 
depth z together with the visual data s (see remark 3). To this aim, we need to express the 
analytical relation between the variation of the depth and the camera motion. It can be easily 
shown that, for one 3D point ip  of coordinates (xi, yi, zi) projected into a point Pi (Xi, Yi) in 
the image plane as shown in figure 1, the depth variation i is related to the camera motion 
according to:     c)(zi i

vLz , with 0 ,  ,  1,-  0,  0,)(zi f
Xz

f
Yz iiiiL . Finally, the dynamic system to 

be solved for one point can be expressed as follows:  

 c
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In the case of a landmark made of n points, introducing T
nnn111 z ,Y ,X , ,z ,Y ,X  , we 

easily deduce that it suffices to integrate the above system for each considered point.  

2.1.2 A more generic case: common geometric visual features 
Now, we consider the case of other geometric visual primitives such as lines, ellipses, 
spheres, and so on. As previously, our goal is to determine the common dynamic system to 
be solved to compute these primitives when they cannot be provided anymore by the 
camera. Thus, let O be the observed fixed landmark. We denote by R the projected region of 
O in the image plane, as described in figure 1. Assuming that R has a continuous surface and 
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closed contour, it can be shown that the depth zi of each point pi of O can be related to the 
coordinates (Xi, Yi) of each point Pi belonging to R by the following relation (Chaumette, 
2004):  

 
0,0

1
qp

q
i

p
ipq

i
YXA

z
 (5) 

ii YX ,  R 
 

where parameters Apq depend on the nature of object O. For instance, if we consider a planar 
object and exclude the degenerate case where the camera optical center belongs to it, the 
previous equation can be rewritten as follows: 

 CBYAX
z ii

i

1  (6) 

ii YX ,  R  
 

where A= A10, B= A01 and C= A00 in this particular case.  
Now, let us suppose that it is possible to associate to O a set of n visual primitives leading to 

T
n,,1s , and that the depth z can be expressed using equation (5). In such a case, 

relation (2) can be rewritten as follows:  
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where ),( pqAL  is the interaction matrix related to the visual primitives  of s (see remark 2). 

The interested reader will find in (Espiau et al., 1992) different expressions of the interaction 
matrix for numerous kinds of common visual features (lines, cylinders, spheres, etc.). It is 
important to note that, here, ),( pqAL  depends implicitly on the object depth through the Apq 

3D parameters. In this case, the estimation of the visual features by integrating differential 
system (7) will require to determine Apq. Different methods may be used. A first natural idea 
is to use the 3D model of the object if it is known. If not, another nice solution is provided by 
dynamic vision that allows to recover the 3D structure, as in (Chaumette et al. 1996). 
Unfortunately, this approach requires to define a particular motion to the camera, which is 
not suitable in a visual servoing context. Another solution would be to use a similar 
approach to the case of points. The idea is then to first relate pqA  to the camera kinematic 

screw vc, and then to estimate Apq together with s. However, as pqA  depends on the 

considered visual features, it would be difficult to design a comprehensive formulation of 
the estimation problem. Therefore, to provide a generic framework, we propose to use (5) to 
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identify Apq. To this aim, we consider a set of l points Pi (Xi, Yi) belonging to the region R (see 
remark 2). The Apq 3D parameters can then be determined on the base of the coordinates (Xi, 
Yi) using any identification method such as least-squares techniques. Finally, the geometric 
visual features will be computed using the four-step algorithm 1.  
 

Algorithm 1: Computation of geometric visual features 
1. Considering a set of l points belonging to R, define vector  = (X1, Y1, z1, ... , Xl, Yl, zl)T 

as in the previous paragraph 2.1.1. 
2. Solve system (4) to compute an estimation ~ of , that is an estimation of each triple 

(Xi, Yi, zi) 
3. Use ~  to identify the coefficients Apq of the surface which fits the best way the l 

chosen points using a least-square method for instance. 
4. Knowing parameters Apq, integrate dynamic system (7) and deduce an estimation of 

vector T
n,,1s  

 

Remark 2: In some cases, several objects O could be used to design the set of visual 
primitives involved in (7). In such a case, a solution is to associate a set of l points to each 
observed object and to follow algorithm 1 for each of these sets. 

2.1.3 The most difficult case: image moments 
Although image moments have been widely used in computer vision, they have been 
considered only recently in visual servoing (Chaumette, 2004; Tahri & Chaumette 2005). 
Indeed, they offer several interesting properties. First, they provide a generic representation 
of any simple or complicated object. Moreover, in the specific context of visual servoing, it 
can be shown that designing control laws with such features significantly improves the 
decoupling between translation and rotation in the camera motion (Tahri & Chaumette 
2005). Therefore, we have also treated this specific case.  
In this section, we first briefly recall some definitions before proposing a method allowing to 
determine these primitives when they cannot be extracted from the image. As previously, 
we will consider a fixed object O and will denote by R the projected region of O in the image 
plane. We will also assume that R has a continuous surface and a closed contour. However, 
as the proposed reasoning can be easily extended to non-planar landmarks, we will consider 
here only planar objects for the sake of simplicity. Further details about more complex shapes 
and different image moments are available in (Chaumette, 2004; Tahri & Chaumette 2005).  
The (i+j)th order image moment mij of R in the image is classically defined by:  

 
R

i j
ijm X Y dxdy  (8) 

It can be shown that ijm can be related to the camera kinematic screw by:  

 c),,,( vCBAmij ij
m L  (9) 

where ),,,( CBAmij
L is the corresponding interaction matrix. The 3D parameters A, B, C allow to 

define the depth in the case of a planar object as described by equation (6). The analytical 
expression of ),,,( CBAmij

L  expresses as follows (Chaumette, 2004):  
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As one can see, the time variation of a (i+j)th order moment depends on moments of higher 
orders (up to i+j+1) and on A, B and C. Therefore, as previously, the interaction matrix 

),,,( CBAmij
L depends implicitly on the object depth through the A, B and C parameters. Note 

that the same results hold for centered and discrete moments (Chaumette, 2004; Folio, 2007). 
Now, it remains to express the differential system to be solved to determine the desired 
primitives. Defining the visual features vector by a set of image moments, that is: 

T
nmm ,,1s ,and using equation (9) leads to:  
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However, as mentioned above, the time derivative ijm  of a (i+j)th order moment depends on 

the moments of higher orders. Therefore, it is impossible to reconstruct the image moments 
mij using the dynamic system (11). To avoid this problem, we propose to estimate a set of 
visual primitives from which it is possible to deduce the mij image moments in a second 
step. Here, following a similar approach to the previous case, we propose to use l points 
belonging to the contour of R to approximate the image moments. We present below the 
final chosen algorithm 2:  
 

Algorithm 2: Computation of image moments 
1. Considering a set of l points belonging to the contour of R, define vector  = (X1, Y1, 

z1, ... , Xl, Yl, zl)T as mentioned above. 
2. Solve system (4) to compute an estimation ~ of , that is an estimation of each triple 

(Xi, Yi, zi) 
3. Use ~  to compute the different necessary moments mij and deduce an estimation of 

vector: T
nmm ,,1s  

 
Notice that the l points of the contour of R must be carefully chosen. In the particular case of 
polygonal shapes, these points may be defined by the vertices of the considered polygon, 
and the corresponding image moments can then be determined using the methods 
described in (Singer, 1993) or in (Steger, 1996). For more complex shapes, it is usually 
possible to approximate the contour by a polygon and obtain an estimate of the image 
moments by the same process. Finally, the image moments can be always analytically 
determined for simple geometric primitives, such as circles, ellipses and so on. 
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2.2 Generic problem statement 
In the previous subsections, we have addressed the problem of reconstructing image data 
from the vision/motion link. Our goal is now to propose a generic formulation of this 
problem. Three cases have been highlighted2 : 
a. The interaction matrix ),( zsL  requires explicitly the depth and we suppose that z can be 

directly related to the camera kinematic screw vc. In that case, we are brought back to 
the case of the point and we only have to solve a system similar to the one given by (4). 

b. The interaction matrix ),( zsL  depends implicitly on a model of the depth through the Apq 
coefficients for instance. In such a case, to provide a generic framework, we propose to 
apply the results obtained for the points to compute the needed parameters. It is then 
possible to determine the desired visual features by solving (7). 

c. It is difficult or impossible to characterize some (or all) the elements of the differential 
system. In this last case, the estimation problem may be solved by estimating other 
more suitable visual features from which we can deduce the desired image data. We 
then retrieve the first two cases. 

Hence, in order to reconstruct the visual data s, we propose to solve the following generic 
dynamic system:  

 
00 )(

),()(

t
tcvL

 (12) 

where  is the vector to be estimated and  0 its initial value. Its expression depends on the 
previously mentioned cases:  
in case (a), where the depth is explicitely required (e.g. points features):  = (sT, zT) T. In the 
simple case of points,  is naturally given by  = [P1, �…, Pn, z1, �…, zn]T. 
in case (b), where the depth is implicitely known, a two steps estimation process is 
performed: first, we set  =[P1, �…, Pl, z1, �…, zl]T to reconstruct the l feature points Pi 
coordinates which allow to identify the pqA~ parameters; then we fix  =[ 1, �…,  l, pqA~ ]T to 
estimate the desired set of visual primitives  (see algorithm 1).  
in case (c),  the expression of  is deduced either from case (a) or from case (b), depending in 
the primitives chosen to reconstruct the desired image features. 
The previous analysis has then shown that the estimation of visual data can be seen as the 
resolution of the dynamic system given by expression (12). Recalling that 0 is the initial 
value of , it is important to note that it can be considered as known. Indeed, as the visual 
data is considered to be available at least at the beginning of the robotic task: s0 is directly 
given by the feature extraction processing, while the initial depth z0 can be characterized off-
line (see remark 3). 
Remark 3: While the image remains available (at least once at the begin), s is directly 
obtained from the image features extraction processing. In the case of points, their initial 
depth z0 can be computed using one of the previously mentioned methods (SFM methods, 
signal processing techniques, pose relative estimation approaches, etc). It follows that, for 
                                                 
 
2 Note that the proposed approach can only be applied if an analytical expression of L(s,z) is 
available. 
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other primitives, we can assume, without loss of generality, that parameters Apq are known. 
Note also that 0 being known, it is possible to determine  by iteratively applying our 
estimator from the task beginning. Finally, let us remark that, when the image is lost,  is 
provided by our estimator. 
Now, let us address the resolution problem. A first idea is to integrate the above system (12) 
for any t [t0; tf] where t0 and tf are respectively the initial and final instants of the task. 
However, in this case, the computation is then quite difficult to carry out. Therefore, we 
propose to discretize the problem and to solve system (12) during the time control interval  
[tk; tk+1]. 

2.3 Resolution 
2.3.1 Case of points: Towards an analytical solution 
We focus here on specific features: the points. As previously shown, the differential system 
to be solved is given by equation (4). We will consider two approaches: in the first one, the 
obtained solution is independent from the robot structure on which is embedded the 
camera, while in the second one, it is closely related to it. 
An analytical solution independent from the mechanical structure of the robot: In this 
part, our objective is to propose an analytical solution independent from the mechanical 
structure of the robot. It only depends on the type of the considered visual features, here 
points. A first idea is to consider that the camera kinematic screw vc is constant during the 
control interval [tk; tk+1]. However, it is obvious that this property is not really fulfilled. This 
is the reason why we propose to sample this interval into N N  sub-intervals and to 
consider that vc is constant during [tn; tn+1] where tn = tk+(n k)TN, TN = N

Ts  and Ts is the 
control law sampling period. In this way, we take into account (at least a bit!) the variation 
of vc during Ts. 
First of all, let us analytically solve system (4) on the sub-interval [tn; tn+1]. Considering that 
vc(tn) is constant during [tn; tn+1] yields to:  
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 (13) 

We set in the sequel 
cxV =

cxV (tn), 
cyV =

cyV (tn), 
czV = 

czV (tn), 
cx =

cx (tn), 
cy =

cy (tn) and 

cz =
cz (tn) for the sake of simplicity. We also introduce the initial condition Xn=X(tn), 

Yn=Y(tn) and zn=z(tn), z n= z (tn), and z n= z (tn). It can be shown that (Folio, 2007)3: 
1. If 

cx 0, 
cy 0, 

cz 0, hence A1 0, A2 0 and A3 0, then: 

                                                 
 
3 The interested reader will find in (Folio, 2007) a detailed proof of the proposed results. 
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cy =0, 
cz 0, then:  
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where A1= 222
ccc zyx , A2= ccccccc zzyyxxz VVV , A3= 22

cc yx , 

zc1 , 2
1

2
2 A

Azc , 
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cyV
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nn fzYc4 . 

The above expressions of (X(t), Y(t), z(t)) depend on the values of the camera kinematic 
screw at each instant tn. These values must then be computed. To this aim, as vc =J(q) q  (see 
equation (1)), it is necessary to evaluate the control input q  and J(q)at tn. Now, recalling that 
q  is hold during the time control interval, that is q (t) = q (tk), t [tk; tk+1], it is 
straightforward to show that q (tn)= q (tk), tn [tk; tk+1]. It remains to compute J(q) and 
therefore the configuration q at instant tn. To this aim, we propose to simply integrate the 
equation q (t)= q (tk) between t and tk. It yields to:  

 )()()( kk tttt qqq , t [tk; tk+1] (14) 
 

where q(tk) represents the robot configuration at instant tk. The corresponding values can be 
measured using the embedded proprioceptive sensors. Then, on the base of q(t), it is 
possible to deduce the jacobian J(q(t))and therefore the camera kinematic screw on the sub-
interval [tn; tn+1]. The latter being constant on this interval, the analytical expressions 
detailed above can be used to compute (t)=(X(t), Y(t), z(t)) at tn+1. The same computations 
must be performed at each instant tn to obtain the value of  at tk+1, which leads to 
algorithm 3.  
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Algorithm 3: Estimation of the points when vc is constant during [tn; tn+1] [tk; tk+1] 
Initialization: Determine (t0) and set tk = t0 , (tk ) = (t0 ) 
For each control interval [tk; tk+1] do 
 Set tn = tk , (tn) = (tk) 
 For each integration interval [tn; tn+1] do 
  Compute q(tn) thanks to relation (14) 
  Deduce J(q(tn)) and vc(tn) = J(q(tn)) q (tn) 
  Evaluate (tn+1) 
 End for 
End for 

The proposed approach can be seen as a first step towards the introduction of the camera 
kinematic screw evolution into the reconstruction procedure. Its main advantage is that its 
realization is very simple and that it allows to remain independent from the robot 
mechanical structure. Naturally, the value of N must be carefully chosen: a large value 
reduces the estimation accuracy, especially if the control law sampling period Ts is large; a 
small value increases the computation time, but improves the precision, as it is getting closer 
to the true variable kinematic screw case. 
Remark 4: Another equivalent idea to reconstruct the visual features in case of points would 
be to consider the exponential map approach and the direct measure of the camera velocity. 
This approach allows to determine the 3D coordinates of the point pi (xi, yi, zi) using the 
following relation (Soatto & Perona, 1998): 

ip =- c
c

F
FCV / - c

c

F
FF 0/  pi (t)  pi (tk+1)=R(tk) pi (tk)+t(tk) 

where R SO(3) 4 and t R3 define respectively the rotation and translation of the moving 
camera. Indeed, R and t are related to the camera rotation c

c

F
FF 0/ and translation c

c

F
FCV /  

motion thanks to an exponential map (Murray et al., 1994), that is: 

00
][

exp10
0/FCVtR  

where [ ]× belongs to the set of 3×3 skew-matrices and is commonly used to describe the 
cross product of c

c

F
FF 0/  with a vector in R3. However, this approach can be used only if the 

camera kinematic screw vc can be assumed constant during the sampling period Ts, which is 
not usually the case. We are then brought back to a similar approach to the one presented 
above.  
An analytical solution integrating the mechanical structure of the robot: As previously 
mentioned, the above analytical solution is restricted to the case where the camera kinematic 
screw remains constant during [tn; tn+1] [tk; tk+1]. However, although it offers a general 
result independent from the robot mechanical structure, this assumption is rarely 
completely fulfilled in a real context. Indeed, only the control input q  can be considered to 
be really hold between tk and tk+1, whereas the camera motion vc evolves during the same 

                                                 
 
4 SO(3): special orthogonal group of Transformations of R3. 
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period. This is the reason why our objective in this part is to relax the assumption about vc. 
To this aim, it is necessary to consider a particular robotic system in order to express the 
corresponding jacobian J. We have chosen here the robot Super-Scout II on which we have 
always realized our experimental tests up to now. This is a nonholonomic cart-like vehicle 
equipped with a camera mounted on a pan-platform (see figure 2). Its mechanical structure 
is then simple and the expression of its jacobian is given by (23). In this case, the control 
input is defined by q = (v, , )T, where v and  are the cart linear and angular velocities, 
while  is the pan-platform angular velocity. Our robot will be more precisely described in 
the next section dedicated to the application context. 
As previously shown, our goal is now to analytically solve the dynamic system given by (4). 
Considering the particular mechanical structure of our robot, it is impossible to 
Transactionlate the camera along cx  and rotate it around axes cy and cz , which leads to 

cxV =
cy =

cz =0. Taking into account this result into equation (4), the dynamic system to be 
solved for one point P(X, Y) expresses as follows:  
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 (15) 

where 
cyV (t), 

czV (t) and 
cx (t) are given by relation (23). 

Now, let us determine the analytical solution of the differential (15). We denote by vk, k and 
k the values of the velocities applied to the robot at instant tk. For the sake of simplicity, we 

also introduce the following notations: Xk = X(tk), Yk = Y(tk), zk = z(tk) and finally k= (tk) 
where  represents the pan-platform orientation with respect to the mobile base. After some 
computations (a detailed proof is available in (Folio, 2007)), we get the following results for 
z(t) depending on the control inputs k and k:  

1. If k k and k 0, then: 
       x

v
xkk CttDttActtActz

k
k )(sin)(cos)(cos)(sin)( 1211  

2. If k= k 0, then: 
       kk

v
kx zttDtz

k
k

k
k sin)(sincos)(cos)(  

3. If k=0, then: 
       x

v
kkkkkk Cttttvttcttctz

k
k )(sin)(cos)()(cos)(sin)( 243  

4. If k= k =0, then: 
       )cos()( kkkk ttvztz  

(16)
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k )sin(24  and A1=( k+ k). 

                                                 
 
5 (Cx, Cy) and Dx are geometric parameters of the robot and of the camera (see figure 2). 
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Now, we consider the determination of X(t). From (15) we can write: )()( tz
z

tX
X . X(t) can 

then be computed by integrating this last relation for t [tk; tk+1], and we get:  

 
)(

)(
tz
Xz

tX kk  (17) 

Finally, Y(t) is easily deduced from (15) as follows: Y(t)= )()(
)(
ttz

tVz
cx

czf . Using the solution z(t) 
given by (16), Y(t) expresses as:  

1. If k k and k 0, then 
        )()(sin)(sin)(cos)( 1211)( yxkktz

f CtDttActtActY  

2. If k= k 0, then 
        kkkktz

f YztvtY
k

cos)(cos)( )(  

3. If k=0, then 
       y

v
kkktz

f CttttvttActtActY )(cos)(sin)()(sin)(cos)( 21211)(  

4. If k= k =0, then 
       kkkkktz

f YzttvtY )sin()( )(  

(18) 

 

As one can see, the above solution requires the determination of (t). This angle can simply 
be computed by integrating =  between tk and t. Some straightforward calculus leads to 

(t)= k (t tk)+ k, where k is the pan-platform angular value at tk, which is usually provided 
by the embedded encoder. 
The proposed approach takes fully into account the evolution of the camera kinematic screw 
in the reconstruction process of the triple (X(t), Y(t), z(t)) for all t [tk; tk+1]. Although the 
proposed approach is restricted to the considered robotic system and to points, its main 
advantage lies in its accuracy. As shown in the next section devoted to applications, the 
obtained results are significantly better with this method. 

2.3.2 Numerical resolution: a generic framework  
As previously mentioned, the analytical solutions are restricted to the case of points and, for 
one of them, to the robotic system. The question is now: �“What to do if other kinds of image 
features are used�”? In this part, we address this problem and we aim at designing a generic 
framework allowing to solve the dynamic system (12) in a general context. In such case, it 
appears to be difficult to keep on proposing an analytical solution to the considered system. 
This is the reason why we propose to use numerical methods to solve (12). In order to 
increase the accuracy of the different considered schemes, we propose to divide the [tk; tk+1] 
control law interval into N N* sub-intervals [tn; tn+1] [tk; tk+1]. In this way, it is possible to 
define the integration step TN = N

Ts = tn+1 tn.  
Using numerical techniques to solve (12) requires to characterize  and the different related 
interaction matrix (see paragraph 2.2.). We suppose in the sequel that such a 
characterization is possible. Moreover, the numerical algorithms will not be used in the 
same way depending on the camera kinematic screw is considered to be constant or not on 
the interval [tk; tk+1]. We can then distinguish the two following cases: 
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1. The camera motion vc can be considered as constant during the control law sampling 
period Ts. In this case, only one evaluation of vc(tk) at time tk is needed to compute ( , 
t), t [tk; tk+1]. 

2. The camera motion vc varies with time in [tk; tk+1]. It is then necessary to calculate it at 
each instant tn. Therefore, the computation of ( , t) require an evaluation of vc(tn) for 
each time tn. Recalling that only q  is hold during Ts, and thanks to (14) we can then 
compute vc(tn) = J(q(tn)) kq  (or even using nq  if available). 

The literature provides many methods allowing to numerically solve differential equations. 
A large overview of such methods is proposed for example in (Butcher, 2008). In this work, 
we have compared several common numerical schemes to select the most efficient 
technique. Here, we consider the Euler, Runge-Kutta (RK), Adams-Bashforth-Moulton 
(ABM) and Backward Differentiation Formulas (BDF) numerical techniques. Hence, we first 
recall briefly the description of these schemes. 
Euler Scheme: It is the simplest numerical integration method, but usually the less accurate. 
As a consequence, it requires a small integration step. The Euler integration method is 
classically given by:  

 ),(~
1 kknkk tT  (19) 

Runge�–Kutta Schemes: The Runge�–Kutta methods are an important family of iterative 
algorithms dedicated to the approximation of solutions of differential equations. The most 
commonly used scheme is the fourth order one, which is often referred as RK4. It expresses 
as follows:  

 43216
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The methods presented above are known as one-step schemes because they are based only 
on one previous value to estimate 1k

~ . Contrary to this case, techniques using more than 
one of the previous values (ie. k, k-1, �… k-N) are referred as multi-steps approaches. Two of 
them are described below. 
Adams Schemes: The Adams based techniques are multistep methods which approximate 
the solution of a given differential equations by a polynomial. It usually works as a 
predictor/corrector pair called the Adams�–Bashforth�–Moulton (ABM) schemes. The method 
consists in a two-step approach: the value 1k�ˆ  is first predicted with an Adams�–Bashforth 
scheme, and then corrected thanks to an Adams�–Moulton algorithm to obtain the estimation 

1k
~ . For instance the fourth order Adams�–Bashforth�–Moulton (ABM4) is given by:  

3-k2-k1-kk241 9 - 37 + 59 -55�ˆ nT
kk  Adams�–Bashforth predictor 

2111241 + 5 -19 +),�ˆ(9~
kkkkk

T
kk tn  Adams�–Moulton corrector 

(21) 

Gear�’s Methods: The Gear�’s methods, also known as Backward Differentiation Formulas 
(BDF), consist in using a polynomial which interpolates the N previous values k, k-1,�…,  



Treating Image Loss by using the Vision/Motion Link: A Generic Framework 
 

 

59 

k-N to estimate 1k
~ . They are mainly dedicated to stiff differential equations (see 

remark 5). We recall below the fourth order BDF4 scheme which have been used hereafter:  

 ),�ˆ(~
1125

12
325

3
226

16
125

36
25
48

1 kknkkkkk tT  (22) 

Remark 5: A problem is stiff if the numerical solution step size is more severely limited by 
the stability of the numerical technique than by its accuracy. Frequently, these problems 
occur in systems of differential equations involving several components which are varying 
at widely different rates. The interested reader will find more details in the survey by 
(Shampine & Gear 1979). 
Therefore, these numerical methods provide an estimated value 1k

~  after N integration 
steps over one control law sampling period Ts. The algorithm 4 given below details the 
different steps of calculus.  
  

Algorithm 4: Estimation of the visual features using numerical schemes. 
Initialization: Determine (t0) and set tk = t0 , (tk ) = (t0 ) 
For each control interval [tk; tk+1] do 
 If multiple step scheme and initialization not over then 
  Initialization of the necessary previous values of . 
 End if 
 If vc is considered to be constant during [tk; tk+1] then 
  Evaluate vc only at instant tk . 
 End if 
 Set tn = tk , (tn) = (tk) 
 For each integration interval [tn; tn+1] do 
  If vc varies during [tk; tk+1] then 
   Evaluate vc at instant tn . 
  End if 
  Evaluate ( (tn), tn) 
  Choose a numerical scheme and compute the corresponding value of 

(tn+1) 
 End for 
End for 

Finally, numerical schemes can be used since an expression of ( , t) and a history of 
successive values of  is available. In this way, dynamic system (12) can be solved in a 
general context, that is for any kind of image features and any robot mechanical structures. 

2.4 Conclusion 
In this section, we have proposed a set of methods allowing to reconstruct the visual 
features when they cannot be provided anymore by the camera. Most of the works which 
address this problem classically rely on information based on the image dynamics. In this 
work, we have deliberately chosen to consider the case where the image becomes totally 
unavailable. We have then used the vision/motion to link to estimate the lacking data. Our 
first contribution lies in the modelling step. Indeed, we have stated the estimation problem 
for different kinds of visual features: points, common geometric primitives and image 
moments. On the base of this analysis, we have shown that the considered problem can be 
expressed as a dynamic system to be solved. Our second contribution consists in the 
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development of different techniques allowing to compute analytical and numerical 
solutions. The different proposed methods can be easily implemented on a real robot. Note 
that a careful choice of the different involved sampling periods is mandatory. Finally, these 
methods also require to have the necessary information for the algorithm initialization. This 
is particularly true for multi-step numerical methods which need a history of the values of .  
Now, our goal is to validate and compare the different proposed approaches.  

3. Applications 
The proposed estimation methods can be used in many applications. For example, it has been 
recently successfully used to perform vision-based navigation tasks in cluttered environments. 
Indeed, in such a case, the visual features loss is mainly due to occlusions which occur when 
the obstacles enter the camera field of view. Integrating our reconstruction techniques in the 
control law allows to treat efficiently this problem and to realize the task despite the occlusion 
(Folio & Cadenat, 2007; Folio & Cadenat, 2008). Another interesting application area is to use 
the estimated visual features provided by our algorithms to refresh more frequently the 
control law. Indeed, as Ts is often smaller than the vision sensor sampling period Tc6, the 
control law is computed with the same visual measures during several steps, which decreases 
its efficiency. Our work has then be successfully used to predict the visual features between 
two image acquisitions so as to improve the closed loop performances (Folio, 2007). Finally, it 
is also possible to apply our results to other related fields such as active vision, 3D 
reconstruction methods or even fault diagnosis for instance.  
In this part, we still consider a visual servoing application but focus on a particular problem 
which may occur during the mission execution: the camera or the image processing failure. 
Our idea is here to use our estimation technique to recover from this problem so as the task 
can still be executed despite it. We first present the robotic system on which we have 
implemented our works. Then, we detail the mission to be realized and show how to 
introduce our estimation techniques in the classical visual servoing controller. Finally, we 
describe both simulation and experimental results which demonstrate the validity and the 
efficiency of our approach when a camera failure occurs. 

3.1 Robotic system description and modelling 
We consider the mobile robot Super-Scout II 7 equipped with a camera mounted on a pan-
platform (see figure 2.a). It is a small cylindric cart-like vehicle, dedicated to indoor 
navigation. A DFW-VL500 Sony color digital IEEE1394 camera captures pictures in yuv 4:2:2 
format with 640×480 resolution. An image processing module allows to extract the 
necessary visual features from the image. The robot is controlled by an on-board laptop 
running under Linux on which is installed a specific control architecture called GenoM 
(Generator of Module) (Fleury and Herrb, 2001). 
Now, let us model our system to express the camera kinematic screw. To this aim, 
considering figure 2.b, we define the successive frames: MMMM zyxMF ,,,  linked to the 
robot, PPPP zyxPF ,,,  attached to the pan-platform, and cccC zyxCF ,,,  linked to the 

                                                 
 
6 On our experimental platform, Ts=50ms while Tc is between 100 and 150 ms. 
7 The mobile robot Super-Scout II is provided by the AIP-PRIMECA of Toulouse. 
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camera. Let  be the direction of the pan-platform wrt. Mx , P the pan-platform center of 
rotation and Dx the distance between the robot reference point M and P. The control input is 
defined by: q = (v, , )T, where v and  are the cart linear and angular velocities, and  is 
the pan-platform angular velocity wrt. FM. For this specific mechanical system, the kinematic 
screw vc is related to the control input by the robot jacobian J: qJvc . As the camera is 
constrained to move horizontally, it is sufficient to consider a reduced kinematic screw: 

T
xzy ccc

VV ,,r
cv involving only the controllable DOF. The corresponding reduced jacobian 

matrix r
cJ  expresses as follows: 

 

 
   2.a �– Nomadic Super-Scout II.                                   2.b �– Cart-like robot with a camera 
                                                                                                    mounted on a pan-platform. 
Fig. 2. The robotic system. 
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where Cx and Cy are the coordinates of C along axes Px  and Py  (see figure 2.b). Notice that 
r
cJ  is a regular matrix as det( r

cJ )=Dx 0. 

3.2 Execution of a vision-based task despite camera failure 
Our objective is to perform a vision-based task despite camera failure. We first describe the 
considered mission and state the estimation problem for this particular task before 
presenting the obtained results. 

3.2.1 Vision-based task 
Our goal is to position the embedded camera with respect to a visual landmark. To this aim, 
we have applied the visual servoing technique given in (Espiau et al., 1992) to mobile robots 
as in (Pissard-Gibollet & Rives, 1995). The proposed approach relies on the task function 
formalism (Samson et al., 1991) and consists in expressing the visual servoing task by the 
following task function to be regulated to zero:  
 

)( *
vs ssCe  
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where s* represents the desired value of the visual signal, while C is a full-rank combination 
matrix allowing to take into account more visual features than available DOFs (Espiau et al., 
1992). A classical controller (s)q  making evs vanish can be designed by imposing an 

exponential decrease, that is: vse = vse = )(),( s
r
czs qJCL , where vs is a positive scalar or a 

positive definite matrix. Fixing C= 
),( ** zs

L as in (Espiau et al., 1992), the visual servoing 

controller (s)q can be written as follows:  

 )( *
),(

1
),()( ** ssLJCLq zs

r
czss  (24) 

3.2.2 Control strategy 
As previously mentioned, the goal is to perform a positioning vision-based task with respect 
to a landmark, despite visual data loss due to a camera failure. The robot will be controlled 
in different ways, depending on the visual data availability. Two cases may occur: either the 
camera is able to provide the visual data or not. In the first case, controller (24) can be 
directly applied to the robot and the task is executed as usually done. In the second case, we 
use our estimation technique to compute an estimation of the visual data vector s~ . It is then 
possible to evaluate controller (24). Hence, during a camera failure, the vehicle is driven by a 

new controller: )~( *
),(

1
),~()~( ** ssLJCLq zs

r
czss . Therefore, we propose to use the 

following global visual servoing controller: 

 )~()(vs 1 ss qqq  (25) 

where   [0; 1] is set to 1 when the image is unavailable. This reasoning leads to the control 
architecture shown in figure 3. Note that, generally, there is no need to smooth 
controller (25) when the image features are lost and recovered (if the camera failure is 
temporary). Indeed, when the failure occurs, as the last provided information are used to 
feed our reconstruction algorithm, the values of s and s~  are close and so are )(sq  and )~( sq . 
Usually, the same reasoning holds when the visual features are available anew. However, 
some smoothing may be useful if the camera motion has been unexpectedly perturbed 
during the estimation phase or if the algorithm has been given too inaccurate initial 
conditions. In such a case, it will be necessary to smooth the controller by defining  as a 
continuous function of time t for instance. 
 

 
 

Fig. 3. The chosen control architecture. 
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3.3 Results 
Our goal is then to position the embedded camera with respect to a given landmark despite 
camera failure. We will use controller (25). We propose hereafter some simulation results 
together with experimental tests to show the interest and the efficiency of the different 
proposed estimation techniques. We first present the obtained results in the two following 
subsections. Precise comments together with a detailed comparative analysis are provided 
in next part. 

3.3.1 Simulation results 
To validate our work, we have first realized numerous simulations using Matlab software. 
We have considered different kinds of visual features: points, ellipses and image moments. 
For each case, we have performed the same robotic task, starting from the same initial 
configuration to reach the same goal s* (see Figure 4). In a similar way, the camera failure 
occurs after 50 steps and lasts until the end of the mission. In this way, we guarantee that the 
multi-step numerical schemes can be correctly initialized6. The control law sampling period 
has been chosen equal to Ts = 50ms, which is close to its value on the robotic platform. The 
control interval has been divided in N=10 integration step, that is Tn=5ms. 
 
 

               
     4.a �– Robot trajectory.                                                          4.b �– Visual Landmark. 
Fig. 4. Simulated robotic task. 
Our goal is here to perform the vision-based navigation task represented on the figure 4.a. It 
consists in positioning the embedded camera with respect to a landmark made of one ellipse 
described on figure 4.b. This landmark can be modelled by three different visual primitives: 
a set of points belonging to the ellipse, the ellipse features itself, and finally (at least) two 
image moments. This example allows us to illustrate the different ways of stating the 
estimation problem shown in section 2. We present below the obtained results for each of 
these primitives.  
Case of points: In this case, we consider 10 points belonging to the ellipse. Thus, the image 
features vector is defined by: TYXYX 101011 ,,,,s , where (Xi, Yi) are the coordinates of 
each projected point Pi. Let us recall that the dynamic system to be solved is given by (4). 
The table 1 synthesis the simulation results obtained using the proposed numerical and 
analytical methods for points. More precisely, it shows the maximal and the standard 
deviation (std) error of the euclidean norm of the set of points (i.e. ss ~ ) and of their depth 

(i.e. zz ~ ). 
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 Euler error RK4 error ABM4 error 
 std max std max std max 

s  0.947 .10 3 2.450 . 10 3 0.299 . 10 3 1.133 . 10 3 0.136 . 10 3 0.556 . 10 3 
z  1.935 . 10 3 8.949 . 10 3 1.829 . 10 3 7.624 . 10 3 0.379 . 10 3 1.906 . 10 3 

 BDF4 error Analytic error (vc constant) Analytic error (vc variable) 
 std max std max std max 

s  0.311 .10 3 2.109 . 10 3 0.199 . 10 3 0.863 . 10 3 1.779 . 10 12 31.724 . 10 12 
z  0.892 . 10 3 7.784 . 10 3 0.968 . 10 3 6.456 . 10 3 8.795 . 10 12 96.367 . 10 12 

Table 1. Point simulation results ( s  in pixel, and z  in mm). 
Case of ellipse: We consider now the ellipse itself described on figure 4.b. Hence, we first 
recall that an ellipse can be defined by the following quadric equation:  

 02 5432
2

1
2 EYEXEYXEYEX iiiiii  (26) 

The visual features vector can expresses as: TYXYXEEEEE 25251154321 ,,,,,,,,,s , where 
(Xi, Yi) are the coordinates of the points belonging to the ellipse. This set of l=25 points 
allows to identify the ellipse Apq 3D parameters (see algorithm 2). The differential system to 
be solved can then be expressed as follows:  
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where ),( ii zPL is the interaction matrix related to the point Pi given by (3) , and ),( pqi AEL  is the 

interaction matrix related to the Ei ellipse quadric parameters. The ),( pqi AEL  expressions are 
available in (Espiau et al., 1992). As the points were presented in the previous paragraph, we 
focus here on the ellipse. Thus, we focus on the ellipse quadric parameters Ei estimation 
results, for which only numerical techniques can be applied. Moreover, each estimated point 
Pi belonging to the ellipse has to fit the relation (26). Therefore, in this case, the estimator 
efficiency can be evaluated according to the following relation:  

 5432
2

1
2 2max EYEXEYXEYEX iiiiiiiEl  (28) 

Hence, the table 2 summarizes the estimation error of Ei parameters and the El error for 
each considered numerical scheme. 
Case of moments: The landmark shown on figure 4.b has been characterized by points and 
ellipses. It is also possible to use the two following image moments: the area (i.e. m00), and 
the gravity center, and the gravity center (

00

10

m
mX g ,

00

01

m
m

Yg ) of the ellipse. In this case, the 

visual features vector is set to: T
gg YXYXYXm 15151100 ,,,,,,,s . As previously 

mentioned the set of l=15 points allows to approximate the image moments features. The 
table 3 describes the image moments estimation error. 
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 Euler error RK4 error ABM4 error BDF4 error 
 std max std max std max std max 
E1 6.194 . 10 4 6.353 . 10 3 2.181. 10 4 5.469 . 10 3 1.821 . 10 4 3.846 . 10 3 1.825 . 10 4 3.477 . 10 3 
E2 4.741 . 10 5 2.315 . 10 4 3.517. 10 5 1.233 . 10 4 2.878 . 10 5 1.032 . 10 4 3.092 . 10 5 1.011 . 10 4 
E3 4.967 . 10 5 2.199 . 10 4 3.995 . 10 5 1.891 . 10 4 3.179 . 10 5 1.299 . 10 4 3.101 . 10 5 1.184 . 10 4 
E4 4.569 . 10 4 2.181 . 10 3 3.157 . 10 4 1.177 . 10 3 2.357 . 10 4 1.067 . 10 3 2.109 . 10 4 1.019 . 10 3 
E5 2.328 . 10 4 6.741 . 10 4 1.314 . 10 4 5.762 . 10 4 1.087 . 10 4 5.096 . 10 4 1.006 . 10 4 4.934 . 10 4 

El 0.2027 0.8398 0.1512 0.7616 0.1284 0.5756 0.1071 0.6056 

Table 2. Ellipse features simulation results. 

 Euler error RK4 error ABM4 error BDF4 error 
 std max std max std max std max 
m00 6.1044 19.983 5.8346 18.1033 4.194 16.769 2.4298 10.3209 
Xg 1.768 .10 3 4.253 .10 3 1.278 .10 3 3.526 .10 3 0.805 .10 3 2.404 .10 3 0.449 .10 3 1.923 .10 3 
Yg 4.337 .10 3 13.243 .10 3 2.371 .10 3 12.304 .10 3 1.503 .10 3 10.115 .10 3 1.345 .10 3 6.834 .10 3 

Table 3. Image moments features simulation results (area m00 in pixel2, and (Xg, Yg) in pixel) 

3.3.2 Experimental results 
 

 
Fig. 5. Robot trajectory, using numerical schemes. 
We have also experimented our approaches on our Super-Scout II. We have considered once 
again a vision-based navigation task which consists in positioning the embedded camera in 
front of a given landmark made of n=4 points. First of all, we address the validation of the 
proposed numerical schemes. For each of them, we have performed the same navigation 
task: start from the same configuration using the same s* (see figure 5). At the beginning of 
the mission, the robot is driven using the visual features available from the camera and 
starts converging towards the target. At the same time, the numerical algorithms are 
initialized and launched. After 10 steps, the landmark is artificially occluded to simulate a 
camera failure and, if nothing is done, it is impossible to perform the task. The controller is 
then evaluated using the computed values provided by our proposed method.  
In a second step, we have validated the analytical method which take into account the vc 
time variation on our robotic platform (see figure 6). We have followed the same 
experimental procedure as for numerical schemes. Indeed, as previously, the visual data are 
available at the beginning of the task and the robot is controlled using (24). After a few 
steps, the landmark is manually occluded. At this time, the visual signals are computed by 
our estimation procedure and the robot is driven using controller. It is then possible to keep 
on executing a task which would have aborted otherwise. 
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Fig. 6. Robot trajectory, using analytical method (vc variable during [tk; tk+1]) 

 Euler error RK4 error ABM4 error BDF4 error Analytic error 
(vc variable) 

 std max std max std max std max std max 
s  1.0021 9.6842 0.9092 7.0202 0.9003 5.9256 1.1172 7.6969 0.1275 0.7657 
z  0.0883 0.7233 0.0721 0.6385 0.0572 0.5064 0.1016 0.5989 0.0143 0.0637 

Table 4. Experimental results ( s  in pixel, and z  in m). 
The table 4 summarizes the whole results obtained in the case of points. These errors remain 
small, which means that there are few perturbations on the system and, thanks to our 
estimation method, it is possible to reach a neighborhood of the desired goal despite the 
camera failure. Once again the analytical method gives the best estimation results. 
Moreover, for the proposed task, the ABM4 scheme is the most efficient numerical method, 
as it leads to the least standard deviation error (std) and to the smallest maximal error. The 
RK4 algorithm gives also correct performances, while Euler method remains the less 
accurate scheme as expected. As Ts is rather small, the BDF4 technique provides correct 
results but has been proven to be much more efficient when there are sudden variations in 
the kinematic screw (stiff context). 

3.4 Comparative analysis and additional comments 
The previous part has been devoted to the validation of the different reconstruction 
algorithms in the visual servoing context proposed in section 2. To this aim, we have 
focused on a specific problem which may occur during a vision-based task: the loss of the 
visual features due to a camera or an image processing failure. The presented simulation 
and experimental results have demonstrated the efficiency and the interest of our approach. 
Now, on the base of these results, our objective is to compare the different approaches and 
to exhibit their advantages and drawbacks. We also aim at giving some elements allowing to 
select the most suitable method depending on the context (considered visual features, task 
to be realized, and so on). All the tests have shown that the analytical solution integrating 
the true variation of the camera kinematic screw is the most accurate approach. This result is 
quite consistent because this solution explicitely takes into account the robot mechanical 
structure and appears to be the closest to the real system. Thus, the estimation errors appear 
to be negligible. In a similar way, the other analytical solution also leads to nice results 
(equivalent to the ones obtained with numerical approaches), but is less precise than the 
previous one. However, these two approaches are restricted to the case where the 
considered image features are points and cannot be used for other kinds of visual 



Treating Image Loss by using the Vision/Motion Link: A Generic Framework 
 

 

67 

primitives. Moreover, as previously mentioned, one of them depends strongly on the 
mechanical structure of the robot on which is embedded the camera. To relax these 
restrictions, it is necessary to treat the problem using numerical schemes. Among them, the 
Gear�’s method (BDF4) and the Adams�–Bashforth�–Moulton scheme (ABM4) are the most 
accurate. It can be shown that the first one is particularly efficient when the dynamics of the 
system to be solved varies rapidly, that is when the problem becomes stiff. For example, this 
phenomenon has been observed when the robot has to avoid obstacles to safely perform the 
desired vision-based navigation task (Folio & Cadenat, 2007). In other cases (few variations 
on the camera kinematic screw), ABM4 scheme appears to provide better results, although it 
is sometimes limited by cumulative errors which occur when the visual primitives are 
reconstructed following several steps as in algorithms 1 and 2. Finally, the Runge�–Kutta 
fourth order (RK4) algorithm and Euler schemes are the less accurate because they do not 
consider any history of the image features to be estimated. The above table 5 summarizes 
this comparative analysis. 
  

Methods Advantages Drawbacks Interest 
Analytical solution 
vc variable during 

[tk; tk+1] 
High accuracy 

Solution specific to a Super-
Scout II-like robotic system 
and to points 

+++ 

Analytical solution 
vc constant during 

[tk; tk+1] 

 Allows to consider 
different robotic systems 

 Good accuracy 
Solution specific to points + 

Euler Scheme Easy to implement 
 The least accurate 
 Require small sampling 
period 

-- 

RK4 Scheme More accurate than Euler 
scheme 

 
- 

ABM4 Scheme 

 Reconstruction based on a 
predictor/corrector pair. 

  The local truncation can 
be estimated. 

 The scheme initialization 
requires a history of 
values of  obtained at 
previous instants. 

 Less accurate when 
successive approximations 
are performed. 

+ 

BDF4 Scheme The most efficient approach 
when vc significantly varies

The scheme initialization 
requires a history of values 
of  obtained at previous 

instants. 

++ 

Table 5. Comparative table 
Only 4th order numerical schemes have been considered in this work. It is important to note 
that using greater orders does not necessarily lead to better results. Usually, a more suitable 
strategy is to reduce the integration step Tn. However, it must be noticed that in such a case the 
approximations are more and more cumulated and that the estimation error does not decrease 
anymore with Tn as one could have expected. Therefore, the most efficient way allowing to 
improve the quality of our algorithms is to reduce the control law sampling period. 
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Furthermore, as one could have expected, simulation provides better results than 
experimentation. In particular, when testing our algorithm, we have to deal with several 
constraints related to our robotic platform. First, the implementation of our algorithms 
requires to have the necessary data for initialization and to know precisely the values of Ts 
and Tn. These conditions are not necessarily fulfilled on experimental platforms, as it mainly 
depends on the operating system running on them. For instance, on the Super-Scout II, Ts 
cannot be precisely obtained. Moreover, our modelling does not take into account the noises 
which appear on the image features extraction processing and on the measurement of the 
robot velocities q . 
Finally, let us recall that our main goal was to provide a generic framework to reconstruct 
the visual features whenever they become unavailable. In particular, we have shown that 
common visual primitives cannot be computed if the Apq 3D parameters are not previously 
estimated. We have then proposed a solution consisting in using points to identify them. 
However, our validation work has demonstrated that this solution does not provide a 
totally efficient estimation because of the successive approximations induced by the 
procedure. Thus, the estimation algorithm could be improved by computing Apq together 
with s as done for points. However, in such a case, the result would be restricted to the 
considered visual primitives, whereas the proposed solution based on points presents the 
advantage of the genericity. 
In conclusion, the proposed reconstruction algorithms have been successfully validated in 
the vision-based navigation task. The obtained results have demonstrated the efficience and 
the relevancy of our approach to treat the specific problem of image features loss during a 
visual servoing task. Thanks to our method, as soon as an analytical expression of L(s,z) is 
available, it is possible to reconstruct the visual data when needed and to keep on 
performing a task which should have been aborted otherwise. 

4. Conclusion 
In this chapter, we addressed the problem of computing the image features when they 
become unavailable during a vision-based task. To this aim, in a first step, we have 
elaborated different algorithms able to reconstruct the visual signals when they are lost. The 
proposed techniques rely on the camera kinematic screw and on the last measured 
perceptual cues. We have then shown that the problem can be expressed as the resolution of 
a dynamic system and we have developed different techniques allowing to solve it. We have 
proposed both analytical and numerical solutions. The first ones are very accurate, but 
appear to be limited to specific image features and dedicated to a particular robot 
mechanical structure. The second ones are less precise but present the advantage of 
genericity, as they can be applied in a general context (any kind of visual data and of robotic 
systems). It is then possible to obtain an estimation of any kind of image features 
independently from the robot on which is embedded the camera. In a second step, we have 
demonstrated the validity of our algorithm in the visual servoing context, considering the 
case of a positioning task during which a camera failure occurs. The obtained simulation 
and experimentation results have demonstrated the relevancy of our techniques to keep on 
performing the mission despite such a problem. Finally, we have ended our study by 
proposing a comparative analysis of the different elaborated algorithms. 
These works have opened several interesting issues. First, the designed analytical solutions 
are restricted to the case of points and, for one of them, to the considered robotic system. 
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Although it is a priori difficult to develop such a solution for the general case, a natural 
extension would then to solve this problem for other kinds of robots and of visual 
primitives. Moreover, as the analytical solution directly provides an expression of the depth, 
it would be interesting to use it together with approaches such as tracking algorithms or 
camera pose reconstruction techniques. Finally, our results could also be successfully 
applied in other related fields than visual servoing. For example, it would be interesting to 
use them in a fault tolerance context to detect and correct errors in image processing 
algorithms. 
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1. Introduction     
 

There are a lot of applications that are better performed by a multi-robot team than a single 
agent. Multi-robot systems may execute tasks in a faster and more efficient way and may 
also be more robust to failure than a single robot. There are even some applications that can 
not be achieved by only one robot and just by a group of them (Parker, 2003; Cao et al., 
1997). Another known advantage of multi-robot systems is that instead of using one 
expensive robot with high processing capacity and many sensors, sometimes one can use a 
team of simpler and inexpensive robots to solve the same task. 
Some examples of tasks that are well performed by cooperative robots are search and rescue 
missions, load pushing, perimeter surveillance or cleaning, surrounding tasks, mapping and 
exploring. In these cases, robots may share information in order to complement their data, 
preventing double searching at an already visited area or alerting the others to concentrate 
their efforts in a specific place. Also the group may get into a desired position or 
arrangement to perform the task or join their forces to pull or push loads. 
Although multi-robot systems provide additional facilities and functionalities, such systems 
bring new challenges. One of these challenges is formation control. Many times, to 
successfully perform a task, it is necessary to make robots get to specific positions and 
orientations. Within the field of robot formation control, control is typically done either in a 
centralized or decentralized way. 
In a centralized approach a leader, which can be a robot or an external computer, monitores 
and controls the other robots, usually called followers. It coordinates tasks, poses and 
actions of the teammates. Most of the time, the leader concentrates all relevant information 
and decides for the whole group. The centralized approach represents a good strategy for 
small teams of robots, specially when the team is implemented with simple robots, only one 
computer and few sensors to control the entire group. In (Carelli et al., 2003) a centralized 
control is applied to coordinate the movement of a number of non-holonomic mobile robots 
to make them reach a pre-established desired formation that can be fixed or dynamic. There 
are also the so called leader-follower formation control as (Oliver & Labrosse, 2007; 
Consolini et al., 2007), in which the followers must track and follow the leader robot. The 



 Computer Vision 

 

72 

approach in (Oliver & Labrosse, 2007) is based on visual information and uses a set of 
images of the back of the leader robot that will be tracked by the follower robot. In 
(Consolini et al., 2007), a leader-follower formation control is introduced in which follower's 
position is not rigidly fixed but varies in suitable cones centered in the leader reference 
frame. 
On the other hand, when considering a team with a large number of robots under a 
centralized control, the complexity significantly rises, demanding a greater computational 
capacity besides a larger communication system. In this case, a decentralized approach 
would be preferred. Usually in a decentralized control there is no supervisor and each robot 
makes its decisions based on its own duties and its relative position to the neighbouring 
teammates. Some researchers propose decentralized techniques for controlling robots' 
formation (Desai et al., 2001; Do, 2007) or cooperation on tasks such as exploration and 
mapping (Franchi et al., 2007; Correl & Martinoli, 2007; Rekleitis et al., 2005). There are also 
scalable approaches to control a large robotic group maintaining stability of the whole team 
control law (Feddema et al., 2002). Moreover some models are based on biologically-
inspired cooperation and behaviour-based schemes using subsumption approach (Kube & 
Zhang, 1993; Balch & Arkin, 1998; Fierro et al., 2005). In these behaviour-based cases 
stability is often attained because they rely on stable controls at the lower level while 
coordination is done at a higher level. 
The work presented in this chapter addresses the issue of multi-robot formation control 
using a centralized approach. Specifically, the principal concern is how to achieve and 
maintain a desired formation of a simple and inexpensive mobile robot team based only on 
visual information. There is a leader robot responsible for formation control, equipped with 
the necessary computational power and suitable sensor, while the other teammates have 
very limited processing capacity with a simple microcontroller and modest sensors such as 
wheel encoders for velocity feedback. Therefore, the team is composed of one leader and 
some simple, inexpensive followers. This hierarchy naturally requires a centralized control 
architecture. The leader runs a nonlinear formation controller designed and proved to be 
stable through Lyapunov theory. A nonlinear instead of linear controller was chosen 
because it provides a way of dealing with intrinsic nonlinearities of the physical system 
besides handling all configurations of the teammates, thus resulting in a more reliable 
option. It joins a pose controller with a compensation controller to achieve team formation 
and take the leader motion into account, respectively. 
To control team formation it is necessary to estimate the poses of the robots that form the 
group. Computer vision has been used in many cooperative tasks because it allows 
localizing teammates, detecting obstacles as well as getting rich information from the 
environment. Besides that, vision systems with wide field of view also become very 
attractive for robot cooperation. One way of increasing the field of view is using 
omnidirectional images (360° horizontal view) (Nayar, 1997) obtained with catadioptric 
systems, which are formed by coupling a convex mirror (parabolic, hyperbolic or elliptic) 
and lenses (cameras) (Baker & Nayar, 1999). Such systems can really improve the perception 
of the environment, of other agents and objects, making task execution and cooperation 
easier. 
Interesting works on cooperative robotics using omnidirectional images can be found in 
(Das et al., 2002; Vidal et al., 2004) and (Zhu et al., 2000). In (Das et al., 2002), all the robots 
have their own catadioptric system, allowing a decentralized strategy and eliminating the 
need for communication between the robots. The authors propose a framework in which a 
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robot can switch between controllers to follow one or two leaders, depending on the 
environment. However, all the processing is done on an external computer and the use of 
many omnidirectional systems (one for each robot) makes the team expensive. In (Vidal et 
al., 2004), a scenario is developed in which each follower uses optical flow for estimating the 
leaders relative positions, allowing the group to visually mantain a desired formation. The 
computational cost for optical flow calculations is high and results are shown only through 
simulations. The work in (Zhu et al., 2000) proposes a cooperative sensing strategy through 
distributed panoramic sensors on teammate robots to synthesize virtual stereo sensors for 
human detection and tracking. The main focus is the stereo composing and it does not 
address team formation. 
Now, in this work, we propose a formation controller based on omnidirectional vision and 
nonlinear techniques that runs onboard the leader robot. To drive all followers to a specific 
formation, the controller considers the desired formation parameters, the leader's linear and 
angular velocities and current followers' poses. The desired parameters and leader velocities 
are assumed to be known from a higher level controller that drives the leader robot to an 
appropriate trajectory. The followers' poses are estimated to feedback the controller using an 
omnidirectional vision system, formed by a hyperbolic mirror combined with a color camera 
and mounted on the leader, which allows it to see all followers by acquiring just one image. 
It is worth mentioning that although omnidirectional vision was used to estimate followers' 
positions and orientations, the proposed controller is independent of which sensor is used to 
implement the feedback. 
Followers are identified by rectangles of different colors placed on the top of their platforms. 
Through a set of image processing techniques such as motion segmentation and color 
tracking, followed by Kalman filtering combined with Least Squares and RANSAC 
algorithm for optimization, followers' poses are reliably estimated. These poses are then 
used by the nonlinear controller to define followers' linear and angular velocities to achieve 
and maintain the desired formation. Notice that we focus on team formation during robot 
motion, while obstacle avoidance and task coordination are not addressed at this stage. 
Simulations and real experiments were carried out with different team formations. Current 
results show that the system performs well even with noisy and low resolution images.  
The main contribution of this work is that stable formation control is achieved based solely 
on visual information totally processed onboard the leader. Also, there is no need for an 
absolute reference frame or a limited working area, since the vision system is carried by the 
leader and measurements are taken relative to it. Related works usually have an expensive 
robot team, use a fixed camera to observe the environment or even make all computations 
using an external computer. 
This chapter is organized as follows. Section 2 describes the formation controller. Section 3 
presents a method for estimating followers' poses based on omnidirectional images. One of 
the simulations carried out is presented in Section 4. In Section 5, some experiments with 
real robots are shown and the results are discussed. Finally, Section 6 concludes this chapter 
and outlines the next steps. 

2. The controller  
To make a mobile robot team (formed by one leader and n followers) navigate in an 
environment keeping a specific formation, a controller to command the follower robots was 
designed. The leader robot coordinates group navigation using an omnidirectional system, 
localizing each one of the followers on its own reference frame. 



 Computer Vision 

 

74 

2.1 Definition  
A nonlinear instead of linear controller was chosen because it provides a way of dealing 
with intrinsic nonlinearities of the physical system besides handling all configurations of the 
teammates, thus resulting in a more reliable option. This controller must provide the desired 
values for the follower velocities based on their coordinate and orientation errors. It 
integrates the functions of a pose controller, that brings the team to a desired formation, and 
a second controller, that compensates leader's linear and angular velocities. The generated 
velocities are considered as reference velocities for the followers and may be sent to the 
robots through different means of communication. Controller stability is proved using the 
Lyapunov method. 
This controller is similar to that found in (Roberti et al.,2007), but differs in the saturation 
functions for the errors, which were adapted to fit our specific problem. 

2.2 The pose controller   
According to Figure 1, a vector containing the followers' coordinates can be defined as 
Equation 1. 

 
 

Fig. 1. Followers' pose representation on leader's reference frame. 
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where i = (xi   yi)T stands for the real world coordinates of the i-th follower. To find a 
generic solution, the coordinate vector  can be considered as ( ). This approach is 
interesting for the cases in which it is necessary to apply some coordinate transformation 
such as for vision systems (e.g. image coordinates) or define parameters associated to the 
formation (e.g. geometric parameters, baricenters, etc.). However, it is important to note that 
in our case ( ) = , i. e., ( ) is simply a vector containing the real world positions of the 
followers. We decided to keep the  notation for generality. By differentiating ( ) with 
respect to time, we obtain Equation 2. 

 J  (2) 

where J( ) is the Jacobian of . 
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From Equation 2, it is possible to define a formation control law given by Equation 3. The 
vector 

fr
represents the desired formation velocities, i. e., the velocities, given at the leader 

reference frame, that the follower robots must have for achieving formation. 

 ~with~fJ d~d
1

fr
 (3) 

where ~  is the vector of formation errors for the followers (Kelly et al., 2004) , d is the 
vector of desired formation parameters and  is the vector of the current formation 
parameters. Function ~f~ is a saturation function for the error and defined as Equation 4. 

 f j

f j f1 f2 j

j

k
f diag       with        k k k tanh

a
 (4) 

where kf1 + kf2 represents the saturation value and the gain for small errors is given by kf1/a. 
This saturation function avoids applying velocities that might saturate the robots' motors. 
In Equation 3, J-1( ) is the inverse Jacobian of . Computation of inverse matrices is 
unattractive from the point of view of efficiency. Here it becomes clear why ( ) was chosen 
to be equal to : the Jacobian of  is simply an identity matrix and so is the inverse Jacobian. 
Then 

fr
 is obtained through the direct sum of vectors d and ~f~ , reducing the 

associated computational cost. 
The action of the Pose Controller is illustrated in Figure 2, where it can be seen that 

fr
 does 

not have the orientation it would if the function ~f~  were not used. It is due to the 

saturation of the formation error imposed by ~f~  which makes the sum ~
d , 

represented in Figure 2 by 
fr

, different from d  + ~f~ = 
fr

in both norm and orientation. 

However, this deviation does not affect this controller's stability because as the follower 
approximates a desired pose, 0~  and, therefore, dfr . 

 

Fig. 2. Resulting 
fr

 after applying the Formation Controller. 

Hence, the main idea for the Pose Controller is to generate velocity signals for all followers 
in order to bring them into formation, but taking the leader coordinate frame as reference, 
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which means it does not consider the leader motion. This is done by the Compensation 
Controller, which works in parallel with the Pose Controller. 
It is known that the leader has its own linear and angular velocities, defined according to an 
absolute reference frame. These velocities must be considered when computing the follower 
velocities. In Equation 5, 

fr
 is added to 

comp
, a vector containing the compensations for the 

leader velocities. The resulting vector r  provides the follower velocities needed to achieve 
at the same time the desired formation and compensate for the leader's motion. 

 compfrr  (5) 

2.3 The compensation controller    
The values of the elements of 

comp
 are computed to eliminate/overcome the effects caused 

by the leader's linear and angular velocities. Figure 3 shows an example in which the leader 
moves with linear (vl) and angular ( l) velocities and the i-th follower is considered to be 
already at the desired position (xi   yi)T. 
Once vl and l are known, r and ri, the circles radii described by the leader and the follower, 
are given by Equation 6. 

 2
i

2
ii

l

l yxrrandvr  (6) 

 

Fig. 3. Leader's velocities compensation. 

Equations 7 - 9 describe the way compensation velocity is calculated for the i-th follower. 

 
ili

i

i
i rvand

xr
yarctan  (7) 

 
2
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 (8) 

 
2

sinvv iiiy
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where vix and viy are the follower compensation velocity components 
comp

(vix, viy) in the 

leader reference frame.  It is also important to mention that when the leader robot has no 
angular velocity ( l = 0), 

comp
 equals the leader linear velocity with vix = 0  and viy = vl. 

2.4 Generating commands  
After obtaining r , the linear and angular velocities to be sent to the i-th robot are defined 
by Equations 10 and 11. 

 
irici

~cosv  (10) 

 li~rici
~f  (11) 

where 
ri

is the desired velocity norm for the i-th follower and ri is the change in its 

orientation during time. The term i
~ , defined as i

~ = ri - i, is the angular error, with ri 
and i representing the reference angle and the robot current orientation, all represented in 
the leader frame, as shown in Figure 4. Notice that, for simplifying Figure 4 in order to help 
understanding, we considered the leader angular velocity ( l) equal to zero. 
The function 

i~
~f , as before, is a saturation function for the error given by Equation 12. 

 
i2

3
1i ktanhkf ~~

~  (12) 

where k 1 represents the saturation value of the orientation error and k 2 controls how fast 
this function reaches its saturation value. 

i~
~f  has an interesting characteristic: its 

derivative tends to zero as the orientation error approaches zero, which means that 
transitions between positive and negative values are smooth, as can be seen in Figure 5.  In 
practice, it avoids oscilations in the followers' trajectories. 

 

Fig. 4. Angles related to the linear and angular velocities sent to the followers. 
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Fig. 5. Shape of 

i~
~f  for k 1 = 0.5 and k 2 = 1. 

The objective of 
i~

~f  is to prevent initial orientation errors causing high angular velocity 
commands which would compromise control stability and submit robot motors to abrupt 
voltage variations. 

2.5 Proof of stability  
2.5.1 Proof for the pose controller  
Due to their dynamics, the followers are not able to immediately achieve the desired 
formation velocities. However, these velocities are asymptotically achieved, represented by 
Equation 13, as it will be proved in Section 2.5.2. 

 
fr

 (13) 

where  is the vector of current velocities and fr  is the vector containing the reference 
velocities for attaining formation. Equation 13 can also be written as Equation 14. 

 0withfr
 (14) 

where  is the difference between the desired and current velocities. The control law for the 
Pose Controller is given by Equation 15, repeated here for convenience. 

 fJ d
1

fr
~

~  (15) 

Equation 16 is obtained by the substitution of 14 in 15. 

 fJ d
1 ~

~  (16) 

Multiplying Equation 16 by J( ) results in Equation 17. 

 Jwhere~fJ 1~d1
 (17) 

As known from Equation 2, = J , which leads to Equation 18. 

 ~f~d1  (18) 
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The temporal derivative of ~  produces Equation 19. 

 dd
~~  (19) 

The substitution of 19 in 18 gives Equation 20. 

 f1
~~

~  (20) 

Then the following Lyapunov candidate function is proposed: 

 
2
1V T ~~  (21) 

whose temporal derivative is 

 ~f~~~~V ~
T

1
TT  (22) 

For V  to be definite negative it is necessary that: 

 ~~
~ a

~k
1

2f  (23) 

where ~k f  is simply 

 tanhkkkk f2f1ff
~~~  (24) 

Hence, the following condition must be satisfied: 

 
1f2f1

1
~tanhkk

a~  (25) 

As the followers achieve the desired velocities,   0; and so 1   0. Then the 
condition of Equation 25 will be satisfied for some finite time, which means that 

0t~ with t  . 

2.5.2 Proof for the generated commands  
The temporal variation of the followers' orientations is expressed by 

 lc  (26) 

where the generated angular velocity c, is given by 

 lrc f ~
~  (27) 

Putting 27 into 26 results in Equation 28. 

 ~f~r  (28) 
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Deriving ~  respect to the time gives 

 rr
~~  (29) 

Then Equation 28 can be rewritten as 

 0f ~~
~  (30) 

Thus, the following Lyapunov candidate function is proposed 

 
2
1V T ~~  (31) 

whose temporal derivative is 

 ~f~~~V ~
TT  (32) 

As ~f~  is an odd function, 0~f~
~

T for 0~ , which means that V is definite negative 

( 0V ). Hence 0t~  for t  . Finally, since 1~cos i , we have 
riciv , 

concluding this proof. 

3. Image processing and pose estimation  
As said before, the leader robot is equipped with an omnidirectional vision system. 
Although omnidirectional images suffer from typical problems like loss of resolution and 
distortion, their wide field of view allows the leader to visualize all the region around itself, 
which facilitates localizing the teammates, avoiding obstacles and mapping the 
environment. 
Each follower robot is identified by a colored rectangle placed on its platform. Their poses 
are estimated through color segmentation and Kalman filtering. Usually two colors are used 
on the top of the robots, so the orientation can be easily calculated (Santos-Victor et al., 
2002). Because of the distortion of omnidirectional images, we decided to use just one color 
per robot. If two colors were used, each colored area would be reduced to half of the area 
seen on the image. Also image distortion increases as the robot moves away from the leader 
and could compromise robot localization if just a small part or none of the color of interest is 
seen on the image. 
As discussed in the previous section, the leader must know the pose of each cellular robot 
belonging to the team in order for the team to navigate in formation. However, at the 
beginning, the leader does not know the follower's initial poses and colors. So it then needs 
to detect the initial position, color and orientation of each cellular robot. Once that is done 
the leader can start moving. 
The image processing can then be divided into three main steps: 
 Initial position detection; 
 Tracking for initial orientation detection; 
 Tracking for formation control. 

In order to make the controller independent of image measurements (pixels), robot positions 
were converted to meters. One way of doing this and also eliminating image distortion is to 
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remap those images to bird's eye view (Vassallo et al., 2004; Pereira et al., 2005). 
Unfortunately this remapping depends on system calibration and requires more steps on 
image processing. 
Instead a transform , composed of a set of polynomial functions, was defined to recover 
robot world positions from image coordinates. The process of determining  is simple: first 
the region around the leader is divided into n sectors, each one defining a matching table 
relating distances on the image plane (pixels) and the real world (meters). Then each table is 
used to interpolate a polynomial function that estimates the follower positions. 
Although the number of functions composing  can be high, it was decided to use just four, 
as illustrated in Figure 6, since they are enough for this application. It is important to note 
that this approach is much faster than using bird's eye view remapping. 
 

 

Fig. 6. Sectors used to define the  transform. 

The polynomial functions obtained are plotted in Figure 7. 

3.1 Detecting initial positions  
Before starting to detect the followers' initial positions, the leader robot must focus its 
attention on a working area, the region around it in which all followers should be to be seen 
by the leader. That is because the distortion caused by omnidirectional images, which makes 
object detection impractical at some distance from the visual system. This region is defined 
by the mask exhibited in Figure 8-(a), which is applied to the omnidirectional image 
providing the result shown on Figure 8-(b), where a cellular robot is seen close to the leader. 
This first step is accomplished by means of movement detection. Then it is not necessary to 
use color images, but only their grayscale version. In this work, movement detection is done 
based on a robust version of the background subtraction technique: instead of simply 
comparing a captured image with a previously constructed background, the leader 
compares two backgrounds. This procedure is necessary because of noise and the  low 
resolution of omnidirectional images. 
The leader starts by constructing the first background, called the base background -- Figure 9 
-(a), while all robots are standing by. When that is finished, Follower 1 executes a short 
forward displacement and as soon as it stops another background is constructed, the 
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discriminant background -- Figure 9-(b). Then the leader compares both backgrounds and the 
result is thresholded, producing a blob as shown in Figure 9-(c), which represents the 
follower displacement and is used for estimating its initial position and color. After that the 
rectangle encompassing the blob -- Figure 9-(d) -- must be found because it will be used in 
the following steps by a tracking algorithm to estimate robot positions. 

 
(a) (b) 

 
(c) (d) 

Fig. 7. Shape of each function composing the  transform. 

  
(a) (b) 

Fig. 8. (a) Binary mask applied to omnidirectional image (b) Resulting working area. 
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(a) (b) (c) (d) 

Fig. 9. (a) Base background (b) Discriminant background (c) Blob obtained after 
thresholding the difference between the constructed backgrounds (d) Resulting 
encompassing rectangle.  
Often, after executing its displacement, a cellular robot generates more than one blob, as 
shown by Figure 10-(a). So a filter algorithm had to be developed: it checks each blob's color; 
if it is the same and they are sufficiently close to each other, the encompassing rectangles are 
combined into a single encompassing rectangle; if not, only the larger one is retained �– 
Figure 10-(b). 
 

  
(a) (b) 

Fig. 10. (a) Image with more than one blob (b) Filtered image.  

The above procedure is executed to detect the initial position of just one follower. However, 
it is not necessary to construct two new backgrounds for the next follower to be detected, 
since the discriminant background related to the previous robot can be used as the base 
background for the next one. Then, for n followers n+1 backgrounds are constructed, instead 
of 2n. 

3.2 Detecting initial orientations  
Once the color and the initial position of each follower is known, a tracking algorithm can be 
used for further estimate of robot positions. The CAMSHIFT (Continuously Adaptive Mean-
SHIFT) algorithm, from OpenCV library, is attractive for this kind of application. Given a 
color histogram and an initial search window (both determined in the previous image 
processing step) it returns a new search window for the next image based on color 
segmentation. Such window is found using the dimensions of the segmented area and its 
centroid. This provides a fast and robust online performance for the tracking algorithm. 
CAMSHIFT and  transform taken together allow the leader to estimate with adequate 
precision all follower positions. Then the procedure for finding the initial orientations is as 
follows: at the same time, all cellular robots execute again a forward displacement. While 
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they are moving, the leader saves the trajectory described by each follower, as illustrated by 
Figure 11. Then the leader has, for each follower, a sequence of points describing a straight 
line, with its angular parameter corresponding to the relative orientation 0. However, due 
to measurement noises, it is necessary to apply an algorithm like RANSAC (Fischler & 
Bolles, 1981) to eliminate outliers. After that, a Least Squares algorithm is used to find each 
follower orientation thus completing the initial pose estimation. 
 

 
Fig. 11. Capturing a follower trajectory in order to determine its initial orientation 0. 

3.3 Tracking for formation control  
Once the leader knows all followers' initial poses the logical next step would be to start 
moving and drive the team to the desired formation. However, there is a question that must 
be answered first: given a desired position, which follower should be driven to there? When 
a desired pose is achieved, because of the non-holonomic restriction, the respective follower 
must be aligned to the leader, i. e., its relative orientation must be 90°. This means that all 
final orientations are already known, but the final position that each follower should have is 
not known yet. 
To solve this problem, a cost matrix C was defined - Equation 33 - where n is the number of 
cellular robots, cij represents the cost for the i-th follower to reach the j-th position. In other 
words, the i-th row of C is a vector containing the costs of the i-th follower relative to all 
desired positions. 

 

nnn2n1

2n2221

1n1211

ccc

ccc
ccc

C  (33) 

There are many ways of defining how to calculate the costs cij. In this work, it was decided to 
use the square of the euclidian distance between current and desired positions. Each possible 
followers-desired positions configuration can be viewed as a combination of n costs, taking 
each one from a different row and column of C. The associated cost is simply the sum of the n 
costs that compose such configuration. An advantage of this approach is that it permits an 
analogy with the energy spent by each follower to reach some desired position. Then, it is easy 
to see that the ideal configuration is that having the least associated cost. 
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After defining the ideal configuration, the leader starts to move. To drive the cellular robots 
into formation it is necessary to estimate their poses, which is based on the CAMSHIFT 
algorithm: robot positions are estimated using the centroids of the detected colored areas 
and passed to the Formation Controller. However, due to measurement noises, it is very 
difficult to have reliable orientation values if they are estimated on every acquired image. 
One way of doing that using just one color per robot is shown in (De La Cruz et al., 2006). 
Instead, it was decided to define a simpler method, based on the geometry of the robot 
trajectories, as shown in Figure 12. Each follower orientation is calculated after the robot has 
moved at least a minimum displacement smin, defined in Equation 34 (these values were 
chosen empirically), whose objective is to reduce noise influence caused by image low 
resolution, mirror distortion and illumination changes. 
 

 
Fig. 12. Follower trajectory while its pose and velocities are not updated. 

 20.03tanh0.02smin
~  (34) 

The orientation  is estimated considering that, between two control signal updates, the 
robot maintains the previous linear and angular velocities and performs a curve trajectory. 
From Figure 12, the straight line s can be defined by Equation 35. 

 
2s2s

12

12
s

ss

xmyland
xx
yym

withlxmy
 (35) 

The distance d is obtained from the displacement s and the angle , using the follower's 
angular velocity  and the time interval t spent to move from P1(x1, y1) to P2(x2, y2). 

 
2

twhere
2tan

sd  (36) 
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Then d, the line s and the circle equation are used to find O(x0, y0),  which is used to 
calculate the angle . 

 
O2

O2
t

t xx
yymwhere

m
1arctan  (37) 

A special case is considered when x2 = x1: if y1 > y2,  = - /2, if not,  = /2. Then a Kalman 
Filter was applied to , resulting in more stable estimates and reducing the errors for the 
next loop control. Kalman filtering was chosen because of its performance and low 
computational cost. 
Figure 13 shows follower motion detection for the first pose estimation and the further 
tracking software running. White outlines involve the colorful rectangles segmented from 
an omnidirectional image. 
 

   
Fig. 13. Robots detection and the tracking software. 

From the above equations it is clear that s must be known in order to determine robot 
orientations. It is computed while the team is moving and this is done based on a 2D 
geometric transformation, which is defined by composing a translation and a rotation, since 
the leader has, in general, both linear and angular velocities. The idea is to define two 
reference frames: the first corresponds to where the previous image was captured �– S0 �– and 
the second to where the current image has been captured �– S1 �– according to Figure 14, with 
dx and dy standing for x and y leader displacements and  its rotation. 
Then, knowing x0, y0, dx, dy and , Equation 38 shows how to obtain x1 and y1. It is 
important to note that (x1   y1)T do not mean the current follower position, but the previous 
position represented in the most recent frame S1. s can now be calculated through the 
euclidian distance between the current position and (x1   y1)T. 
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Due to the projection geometry of omnidirectional visual systems, robot orientations are not 
affected by the translation of the coordinate system, only by its rotation. Figure 15 shows 
this effect, where 0 and 1 stand for a robot orientation on previous and current reference 
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frame, respectively. Hence, it is easy to see that 1 = 0 - . Every time a follower presents a 
s greater than smin its pose should be updated and passed to the controller in order to 

generate new control signals. 

 
Fig. 14. Effects of leader's frame translation and rotation on a follower position 
representation. 
 

 
Fig. 15. Effect of leader's frame rotation over a follower orientation. 
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4. Simulation  
Before testing on real robots, some simulations were carried out to evaluate the behavior of 
the proposed controller while varying some parameters, although not considering the team 
dynamics. Without loss of generality, the initial position of the leader is chosen to be 
coincident with the world frame origin. Several simulations were carried out with the same 
controller parameters used in the experiments.  
The idea of the presented simulation is to reproduce an obstacle avoidance maneuver while 
maintaining formation, a common situation in navigation tasks. Figure 16 shows the 
trajectories described by the team during this simulation. The leader had a linear velocity of 
60 mm/s and an angular velocity according to the function in Equation 39, which is the 
same function used in the last experiment shown in this chapter. 

 
otherwise                                0

100st10forttktanhk
tf 121

l
 (39) 

where k1, k2 and t1 are auxiliary parameters used to control the desired shape of the leader's 
trajectory. For this simulation k1 = 1.5°/s, k2 = 0.2 and t1 = 55 s, which means that for 10 < t < 
100 s the leader's angular velocity varied from -1.5°/s to 1.5°/s, reaching zero at t = t1 = 55 s. 
The middle blue line indicates the leader's trajectory. The dashed outer lines represent the 
desired trajectories for the followers, that must stay on positions d1 = (-0.50   -0.30)T and d2 
= (0.50   -0.30)T relative to the leader. The solid lines indicate the followers' trajectories that 
started from initial positions 01 = (-0.70   -0.80)T and 02 = (0.30   -0.90)T. The red triangles 
indicate how the team gets into formation. Followers' initial orientations were 135° and 120°, 
respectively. The followers achieve their desired positions and successfully maintain the 
formation, describing the proposed trajectory. 
 

 
Fig. 16. Trajectory described by the team during this simulation. 

Figure 17 exhibits the effect of the leader's angular velocity variation on followers' poses, in 
which (a) and (b) indicate followers' position errors while (c) shows their orientations. It is 
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possible to see that abrupt variations or sign changes of the leader's angular velocity disturb 
the system, thus causing perturbations on followers' poses just after they happen. Since such 
perturbations are common during robot navigation, the controller must drive all followers 
to the desired poses regardless of that, which is shown by Figures 16 and 17. 
 

 
(a) (b) 

 
(c) 

Fig. 17. Simulation results: position errors for (a) Follower 1 (b) Follower 2. (c) Followers 
orientations. 

5. Experiments and results  
The experiments presented here were performed with a robot team composed of a Pioneer 
2DX (Pentium II, 266 MHz, 128 MB RAM) as leader and two cellular robots as followers. 
They are shown in Figure 18.  
The leader has an omnidirectional system with a perspective color camera and a hyperbolic 
mirror. The two cellular robots were assembled in our lab and have about the size of 15 x 25 
cm and 10 cm height. They are differential robots equipped with the MSP430F149 
microcontroller and H-bridges TPIC0108B from Texas Instruments to drive the motors. 
Initially communication between leader and followers was accomplished by cables for serial 
communication, substituted later by a radio link. 
Several experiments were also carried out. We decided to present three of them because 
they show the key features of the proposed controller. 
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Fig. 18. Robots used for the experiments. 

5.1 Experiment 1  
In this first experiment, the idea was to execute a simple translation in order to show the 
controller behaviour in a free corridor, for example. Then the leader has developed a 
straight line with 60 mm/s of velocity. Followers' initial positions were estimated at 01 = (-
0.50     -0.40)T, 02 = (0.35   -0.50)T, while the desired positions were d1 = (-0.60   0.30)T, d2 = 
(0.60   0.30)T, that is, an isoceles triangle with followers in front of the leader. Initial 
orientations were approximately 135° and 60°, respectively. 
Figure 19 shows the position errors for both followers, while Figure 20 gives the behaviour 
of their orientations. The error related to the x-coordinate is plotted in blue, while the red 
line indicates the error for the y-coordinate. In Figure 20, the calculated values for 
orientation are indicated in blue and the resultant values after Kalman Filtering are in red. 
 

 
(a) (b) 

Fig. 19. Experiment 1: position errors  (blue) x and (red) y for (a) Follower 1 (b) Follower 2. 
From Figure 20 it is possible to see that after the transient stage, both orientations stay close 
to 90°. This result, together with the position errors shown in Figure 19, means that both 
followers achieve the desired poses and keep them until the end of the experiment. 
The trajectory described by the group is illustrated in Figure 21, in which it is clear that it is 
not actually straight. The reason is a disalignment on the leader's left wheel, which affects 
encoder readings. As a result, the robot is unable to perform exactly the required linear and 
angular velocities. This effect is present in all experiments shown, but becomes more visible 
when the trajectory should be a straight line. 



Nonlinear Stable Formation Control using Omnidirectional Images 

 

91 

2
i

2
i yrr

  
(a) (b) 

Fig. 20. Experiment 1: orientation behaviour (blue) before and (red) after filtering of (a) 
Follower 1 (b) Follower 2. 
 

 
Fig. 21. Experiment 1: trajectory performed by the group. 

5.2 Experiment 2  
As has been shown in the first experiment, the leader navigated with fixed orientation. Now, 
the idea is to evaluate the controller behaviour when the reference frame is always changing its 
orientation. This second experiment was run with this purpose. Once again, leader's linear 
velocity was 60 mm/s, but its angular velocity was constant and equal to 1,5 °/s. 
The followers were detected at positions given by 01 = (-0.70   0.0)T, 02 = (0.0   -0.90)T and 
their desired positions were d1 = (0.0   0.70)T, d2 = (0.0   -0.70)T, which means that one 
follower should stay in front of the leader and the other behind it, as shown by Figure 22. 
Initial orientations were both estimated as being 85°. 
Figure 22 serves also to see that the radii described by the followers are greater then that 
described by the leader and they are related by                      , with i = 1, 2. The position 
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errors obtained are depicted in Figure 23 and Figure 24 shows the evolution of both 
followers' orientations.  
 

 
Fig. 22. Expected geometry formation for the second experiment. 

Here it is worth mentioning the reason for the negative peak relative to the second 
follower's x-error (Figure 23-(b)) after about 60 seconds of experiment: this robot got stuck 
for a moment and could not follow the leader. But as soon as it could move again, the 
controller brought it back to the desired pose. We decided to present this particular 
experiment also because it shows the robustness of the controller on dealing with 
disturbances. 
 

 
(a) (b) 

Fig. 23. Experiment 2: position errors (blue) x and (red) y for (a) Follower 1 (b) Follower 2. 

Another important observation can be done with respect to the orientations presented by 
the cellular robots. According to Figure 24 the followers' orientations did not achieve the 
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steady state around 90°, but close to 100° and 80°, respectively. This fact was already 
expected and can be easily explained by Figure 22, where it can be seen that for a 
counterclockwise rotation the robot that is going in front of the leader must have an angle 
greater than 90° relative to the leader frame, while the other robot must present an 
orientation less than 90°. As might be expected, the relation between these angles is inverted 
for a clockwise rotation. 
 

 
(a) (b) 

Fig. 24. Experiment 2: orientation behaviour before (blue) and after filtering (red) of (a) 
Follower 1 (b) Follower 2. 
The resulting trajectory is illustrated in Figure 25 in which the team was moving 
counterclockwise, since leader's angular velocity was positive. It should be noted that the 
robots rapidly achieved the desired formation and maintained it until closing the circle, as 
shown by the triangle representing team formation, almost becoming a straight line. 
 

 
Fig. 25. Experiment 2: trajectory performed by the group. 
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5.3 Experiment 3  
The simulation presented above, although not considering robots' dynamics, illustrates the 
controller behaviour in a common situation in which the team needs to get into formation 
and avoid an obstacle at the same time. The objective of this last experiment was to evaluate 
the controller in the same situation, but using real robots. 
Hence, in this experiment the leader navigated with the same velocities it had in the 
simulation and followers' initial positions were approximately 01 = (-0.40   -0.80)T and 02 = 
(0.25   -0.85)T, while their desired positions were d1 = (-0.50   -0.30)T and d2 = (0.50   -0.30)T. 
Initial orientations were estimated as being 105° and 80°, respectively. Figure 26 gives the 
position errors and Figure 27 shows the followers' orientations obtained with this 
experiment. 
 

 
(a) (b) 

Fig. 26. Experiment 3: position errors (blue) x and (red) y for (a) Follower 1 (b) Follower 2. 

 
(a) (b) 

Fig. 27. Experiment 3: orientation behaviour before (blue) and after filtering (red) of (a) 
Follower 1 (b) Follower 2. 
As in the simulation, followers' poses suffered from leader's angular velocity variations, but 
the controller successfully drove the robots to the desired formation. Figure 28 shows the 
performed trajectory, which is not exactly the same of that obtained in the simulation 
because of the disalignment on the leader's left wheel. 
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Fig. 28. Experiment 3: trajectory performed by the group. 

5.4 Remarks  
The experiments shown demonstrate that the robot team has achieved the desired formation 
and maintained it until the end of the respective experiment, even suffering the influence of 
image noise, low resolution of the camera and reduced useful image area. Position errors 
were limited to 10 cm in most experiments. 
The use of Kalman Filter provided more reasonable orientation values, thus significantly 
improving the controller performance through better robot's pose estimation. As a result, 
the generated commands are smoother than those obtained without filtering. 

6. Conclusion and future work  
 

This chapter has presented a multirobot formation control strategy based on nonlinear 
theory and omnidirectional vision. The objective is to drive a team of simple and 
inexpensive mobile robots to a desired formation using only visual information. Because of 
the limitations of the celular robots they must be led by a leader robot having the necessary 
processing capacity and equipped with an adequate sensor. Thus, the formation control is 
done using a centralized approach. 
Group formation is accomplished by a stable nonlinear controller designed to drive the 
followers into formation during navigation regardless of which sensor is used to implement 
the feedback. In this work, feedback was implemented using a single omnidirectional vision 
system because it allows the leader to localize all followers by acquiring just one image. 
An important advantage of our approach is that the working area is not limited since the 
vision system is attached to the leader and so is the reference frame, which means all 
measurements are taken relative to the leader. Besides that, all computations are carried out 
onboard the leader, discarding the use of an external computer. 
Through a set of image processing techniques followers' poses are reliably estimated. That 
includes motion segmentation, morphological filtering and color tracking, complemented by 
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Kalman filtering combined with Least Squares and RANSAC algorithm for optimization.  
Followers' positions and orientations are then used by the controller to define desired 
velocities for the robots to attain formation. 
Simulations and experiments were carried out to evaluate the controller performance and 
current results show that the system performs well even with noisy and low resolution 
images. As future work, the controller shall be improved and obstacle avoidance will be 
included. Optical flow on omnidirectional images might play an important role on obstacle 
avoidance, and time to collision can be used to provide a safe team navigation. 
Finally, this work may represent a good step towards applications that require using a large 
number of robots while keeping costs within reason. Combining centralized and 
decentralized strategies could be used to make a large robot group divide itself into smaller 
teams each having one leader. Leaders would negociate navigation and task execution 
among themselves while controlling the follower teammates. This approach would provide 
stable formation control and robustness against the failure of a leader. In this case, other 
leaders could adopt the �“orphan�” followers and the task in charge would be handled with 
reduced impact. 
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1. Introduction    
This chapter presents a stereo vision application to Mobile Robotics. In particular we deal 
with the problem of simultaneous localization and mapping (SLAM) (Dissanayake et al., 
2001; Montemerlo et al., 2002) and propose a stereo vision-based technique to solve it (Gil et 
al., 2006). The problem of SLAM is of paramount importance in the mobile robotics 
community, since it copes with the problem of incrementally building a map of the 
environment while simultaneously localizing the robot within this map. Building a map of 
the environment is a fundamental task for autonomous mobile robots, since the maps are 
required for different higher level tasks, such as path planning or exploration. It is certainly 
an ability necessary to achieve a true autonomous operation of the robot. In consequence, 
this problem has received significant attention in the past two decades.  
The SLAM problem is inherently a hard problem, because noise in the estimate of the robot 
pose leads to noise in the estimate of the map and viceversa. The approach presented here is 
feature based, since it concentrates on a number of points extracted from images in the 
environment which are used as visual landmarks. The map is formed by the 3D position of 
these landmarks, referred to a common reference frame. The visual landmarks are extracted 
by means of the Scale Invariant Feature Transform (SIFT) (Lowe, 2004). A rejection 
technique is applied in order to concentrate on a reduced set of highly distinguishable, 
stable features. The SIFT transform detects distinctive points in images by means of a 
difference of gaussian function (DoG) applied in scale space. Next, a descriptor is computed 
for each detected point, based on local image information at the characteristic scale (Lowe, 
2004). We track detected SIFT features along consecutive frames obtained by a stereo camera 
and select only those features that appear to be stable from different views. Whenever a 
feature is selected, we compute a more representative  feature model given the previous 
observations. This model allows to improve the Data Association within the landmarks in 
the map and, in addition, permits to reduce the number of landmarks that need to be 
maintained in the map. The visual SLAM approach is applied within a Rao-Blackwellized 
particle filter (Montemerlo et al., 2002; Grisetti et al., 2005).  
In this chapter we propose two relevant contributions to the visual SLAM solution. First, we 
present a new mechanism to deal with the data association problem for the case of visual 
landmarks. Second, our approach actively tracks landmarks prior to its integration in the 
map. As a result, we concentrate on a small set of  stable landmarks and incorporate them in 
the map. With this approach, our map typically consists of a reduced number of landmarks 
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compared to those of (Little et al., 2002) and (Sim et al., 2006), for comparable map sizes. In 
addition, we have applied effective resampling techniques, as exposed in (Stachniss et al., 
2004). This fact reduces the number of particles needed to construct the map, thus reducing 
computational burden. 
Our system has been implemented and tested on data gathered with a mobile robot in a 
typical office environment. Experiments presented in this chapter demonstrate that our 
method improves the data association and in this way leads to more accurate maps.  
The remainder of the chapter is structured as follows. Section 2 introduces related work in 
the context of visual SLAM. Next, Section 3 defines the concept of visual landmark and their 
utility in SLAM. Section 4 explains the basics of the Rao-Blackwellized particle filter 
employed in the solution. Next, Section 5 presents our solution to the data association 
problem in the context of visual landmarks. In Section 6 we present our experimental 
results. Finally, Section 7 sums up the most important conclusions and proposes future 
extensions. 

2. Related work 
Most work on SLAM so far has focussed on building 2D maps of environments using range 
sensors such as SONAR or laser (Wijk and Christensen, 2000; Thrun, 2001). Recently, Rao-
Blackwellized particle filters have been used as an effective means to solve the SLAM 
problem using occupancy grid maps (Stachniss et al., 2004) or landmark-based maps 
(Montemerlo et al., 2002). Fig. 1 shows an example of both kind of maps.  Recently, some 
authors have been concentrating on building three dimensional maps using visual 
information extracted from cameras. Typically, in this scenario, the map is represented by a 
set of three dimensional landmarks related to a global reference frame. The reasons that 
motivate the use of vision systems in the SLAM problem are: cameras are typically less 
expensive than laser sensors, have a lower power consumption and are able to provide 3D 
information from the scene.  
 

    
                                            a)            b) 

Fig. 1. Two typical maps. Fig. 1(a) occupancy-grid map. Fig. 1(b) landmark-based map: 
landmarks are indicated with (grey/yellow dots). 
In (Little et al., 2001) and (Little et al., 2002) stereo vision is used to track 3D visual  
landmarks extracted from the environment. In this work, SIFT features are used as visual 
landmarks. During exploration, the robot extracts SIFT features from stereo images and 
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computes relative measurements to them. Landmarks are then integrated in the map with 
an Extended Kalman Filter associated to it. However, this approach does not manage 
correctly the uncertainty associated with robot motion, and only one hypothesis over the 
pose of the robot is maintained. Consequently it may fail in the presence of large odometric 
errors (e.g. while closing a loop). In (Miró et al., 2005) a Kalman filter is used to estimate an 
augmented state constituted by the robot pose and N landmark positions (Dissanayake et 
al., 2001). SIFT features are used too to manage the data association among visual 
landmarks. However, since only one hypothesis is maintained over the robot pose, the 
method may fail in the presence of incorrect data associations. In addition, in the presence of 
a significant number of landmarks the method would be computationally expensive. 
The work presented in (Sim et al., 2006) uses SIFT features as significant points in space and 
tracks them over time. It uses a Rao-Blackwellized particle filter to estimate both the map 
and the path of the robot. 

3. Visual landmarks 
In our work, we use visual landmarks as features to build the map. Two main processes can 
be distinguished when observing a visual landmark: 
 The detection phase: This involves extracting a point in the space by means of images 

captured from the environment. The detection algorithm should be stable to scale and 
viewpoint changes, i.e. should be able to extract the same points in space when the 
robot observes them from different angles and distances. 

 The description phase: Which aims at describing the appearance of the point based on 
local image information. The visual descriptor computed in this phase should also be 
invariant to scale and viewpoint changes. Thus, this process enables the same points in 
the space to be recognized from different viewpoints, which may occur while the robot 
moves around its workplace, thus providing information for the localization process. 
The descriptor is employed in the data association problem, described in Section 5. 

Nowadays, a great variety of detection and description methods have been proposed in the 
context of visual SLAM. In particular, in the work presented here we use SIFT features 
(Scale Invariant Feature Transform) which were developed for image feature generation, 
and used initially in object recognition applications (Lowe, 2004; Lowe, 1999). The Scale-
Invariant Feature Transform (SIFT) is an algorithm that detects distinctive keypoints from 
images and computes a descriptor for them. The interest points extracted are said to be 
invariant to image scale, rotation, and partially invariant to changes in viewpoint and 
illumination. SIFT features are located at maxima and minima of a difference of Gaussians 
(DoG) function applied in scale space. They can be computed by building an image pyramid 
with resampling between each level. Next, the descriptors are computed based on 
orientation histograms at a 4x4 subregion around the interest point, resulting in a 128 
dimensional vector. The features are said to be invariant to image translation, scaling, 
rotation, and partially invariant to illumination changes and affine or 3D projection. SIFT 
features have been used in robotic applications, showing its suitability for localization and 
SLAM tasks (Little et al., 2001; Little et al., 2002; Sim et al., 2006). 
Recently, a method called Speeded Up Robust Features (SURF) was presented (Bay et al., 
2006). The detection process is based on the Hessian matrix. SURF descriptors are based on 
sums of 2D Haar wavelet responses, calculated in a 4x4 subregion around each interest 
point. For example, in (Murillo et al., 2007) a localization method based on SURF features is 
presented. 
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Finally, in (Davison & Murray, 2002) monocular SLAM is implemented using the Harris 
corner detector and the landmarks are described by means of a gray patch centered at the 
points. 
To sum up, different detectors and descriptors have been used in visual SLAM approaches. 
In our opinion, there exists no consensus on this matter and this means that the question of 
which interest point detector and descriptor is more suitable for visual SLAM is still open. 
However, the evaluation presented by (Mikolajczyk & Schmid, 2005) proved the great 
invariability and discriminant power of the SIFT descriptors. On the other hand, the study 
presented in (Ballesta et al.,2007), demonstrated that the points obtained with the DoG 
detector where highly unstable. As a consequence, in the work presented here, a tracking of 
the points is performed in order to reject unstable points. 

4. Rao-Blackwellized SLAM 
We estimate the map and the path of the robot using a Rao-Blackwellized particle filter. 
Using the most usual nomenclature, we denote as st the robot pose at time t. On the other 
hand, the robot path until time t will be denoted st ={s1, s2, ···, st}. We assume that at time t 
the robot obtains an observation zt from a landmark. The set of  observations made by the 
robot until time t will be denoted zt ={z1, z2, ···, zt} and the set of actions ut ={u1, u2, ···, ut}. 
The map  is composed by a set of different landmarks L ={l1, l2, ···, lN}. Therefore, the SLAM 
problem can be formulated as that of determining the location of all landmarks in the map L 
and robot poses st from a set of measurements zt and robot actions ut. Thus, the SLAM 
problem can be posed as the estimation of the probability:  

 p(L| st, zt, ut, ct) (1) 

While exploring the environment, the robot has to determine whether a particular 
observation zt  corresponds to a previously seen landmark or to a new one. This problem is 
known as the Data Association problem and will be further explained in Section 5. Provided 
that, at a time t the map consists of N  landmarks, the correspondence is represented by ct, 
where ct 2 [1�…N ]. In consequence, at a time t the observation zt  corresponds to the 
landmark ct  in the map. When no correspondence is found we denote it as c t=N+1,  
indicating that a new landmark should be initialized. The conditional independence 
property of the SLAM problem implies that the posterior (1) can be factored as (Montemerlo 
et al., 2002): 

 | | |
1
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 (2) 

This equation states that the full SLAM posterior is decomposed into two parts: one 
estimator over robot paths, and N independent estimators over landmark positions, each 
conditioned on the path estimate. This factorization was first presented by Murphy 
(Murphy, 1999). We approximate p(st | zt, ut, ct) using a set of M particles, each particle 
having N independent landmark estimators (implemented as EKFs), one for each landmark 
in the map. Each particle is thus defined as: 
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where k,t[m]  is the best estimation at time t for the position of landmark  based on the path 
of the particle m and k,t[m] its associated covariance matrix. Each landmark is thus described 
as: lk={ k, k, dk }, where dk is the associated SIFT descriptor. The SIFT descriptor allows to 
differentiate between landmarks, based on their visual appearance. The set of M particles, 
each one with its associated map will be denoted St ={St1, St2, ···, StM}. The particle set St  is 
calculated incrementally from the set St-1, computed at time t-1 and the robot control ut. 
Thus, each particle is sampled from a proposal distribution p(st | st-1, ut), which defines the 
movement model of the robot. Particles generated by the movement model are distributed 
following the probability distribution p(st | zt-1,ut, ct-1), since the last observation of the robot 
zt has not been considered. On the contrary, we would like to estimate the posterior: p(st | zt, 
ut, ct), in which all the information from the odometry ut and observations zt is included. 
This difference is corrected by means of a process denoted sample importance resampling  
(SIR). Essentially, a weigth is assigned to each particle in the set according to the quality by 
which the pose and map of the particle match the current observation zt. Following the 
approach of (Montemerlo et al., 2002)  we compute the weight assigned to each particle as: 
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Where zt  is the current measurement and tz�ˆ is the predicted measurement for the landmark 
ct based on the pose st[i]. The matrix Zct,t  is the covariance matrix associated with the 
innovation )�ˆ( tt zzv . Note that we implicitly assume that each measurement zt  has been 
associated to the landmark ct of the map. This problem is, in general, hard to solve, since 
similar-looking landmarks may exist. In Section 5 we describe our approach to this problem. 
In the case that B observations zt ={zt,1,zt,2,···, zt,B} from different landmarks exist at a time t, 
we  compute a weight for each observation m
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the total weight assigned to the particle as: 
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The weights are normalized so that 
M

i
i

t1
][ 1 , so that they ressemble a probability 

function. In order to assess for the difference between the proposal and the target 
distribution, each particle is drawn with replacement with probability proportional to this 
importance weight. During resampling, particles with a low weight are normally replaced 
by others with a higher weight. It is a well known problem that the resampling step may 
delete good particles from the set and cause particle depletion. In order to avoid this 
problem we follow an approach similar to (Stachniss et al., 2004). Thus we calculate the 
number of efficient particles Neff as: 
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We resample each time Neff drops below a pre-defined threshold (set to M/2 in our 
application). By using this approach we have verified that the number of particles needed to 
achieve good results is reduced. 

5. Data association 
While the robot explores the environment it must decide whether the observation zt 

corresponds to a previously mapped landmark or to a different one. The observation zt is a 
relative three-dimensional relative measurement obtained with a stereo camera. Associated 
to the observation is a visual SIFT descriptor dt. To find the data association we find a set of 
landmark candidates using the current measurement zt and the following Mahalanobis 
distance function: 

 tcttc
T

tct ttt
zzZzzd ,

1
,, �ˆ�ˆ  (7) 

The landmarks with d below a pre-defined threshold d0 are considered as candidates. Next, 
we use the associated SIFT descriptor dt  to find the correct data association among the 
candidates. Each SIFT descriptor is a 128-long vector computed from the image gradient at a 
local neighbourhood of the interest point. Experimental results in object recognition 
applications have showed that this description is robust against changes in scale, viewpoint 
and illumination (Lowe, 2004). In the approaches of (Little et al., 2001), (Little et al., 2002) 
and (Sim et al., 2006), data association is based on the squared Euclidean distance between 
descriptors. In consequence, given a current SIFT descriptor, associated to the observation zt 
and the SIFT descriptor di, associated to the i landmark in the map, the following distance 
function is computed: 

 E = (dt - di)(dt - di) (8) 

Then, the landmark i of the map that minimizes the distance E is chosen. Whenever the 
distance E is below a certain threshold, the observation and the landmark are associated. On 
the other hand, a new landmark is created whenever the distance E exceeds a pre-defined 
threshold. When the same point is viewed from slightly different viewpoints and distances, 
the values of its SIFT descriptor remain almost unchanged. However, when the same point 
is viewed from significantly different viewpoints (e.g. 30 degrees apart) the difference in the 
descriptor is remarkable. In the presence of similar looking landmarks, this approach 
produces a remarkable number of incorrect data associations, normally causing an 
inconsistent map. 
We propose a different method to deal with the data association in the context of visual 
SLAM. We address the problem from a pattern classification point of view. We consider the 
problem of assigning a pattern dt to a class Ci. Each class Ci  models a landmark. We consider 
different views of the same visual landmark as different patterns belonging to the same class 
Ci. Whenever a landmark is found in an image, it is tracked along p frames and its 
descriptors {d1, d2,�…, dp} are stored. Then, for each landmark Ci we compute a mean value  di 
and estimate a covariance matrix Si, assuming the elements in the SIFT descriptor 
independent. Based on this data we compute the Mahalanobis distance: 

 D = (dt - di)Si
-1(dt - di) (9) 
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We compute the distance D for all the landmarks in the map of each particle and assign the 
correspondence to the landmark that minimizes D. If none of the values exceeds a 
predefined threshold then we consider it a new landmark. In order to test this distance 
function we have recorded a set of images with little variations of viewpoint and distance 
(see Figure 2). SIFT landmarks are easily tracked across consecutive frames, since the 
variance in the descriptor is low. In addition, we visually judged the correspondence across 
images. Based on these data we compute the matrix Si for each SIFT point tracked for more 
than 5 frames. Following, we compute the distance to the same class using Equation (8) and 
(9). For each observation, we select the class that minimises its distance function and as we 
already know the correspondences, we can compute the number of incorrect and correct 
matches. Table 1 shows the results based on our experiments. A total of 3000 examples 
where used. As can be clearly seen, a raw comparison of two SIFT descriptors using the 
Euclidean distance does not provide total separation between landmarks, since the 
descriptor can vary significantly from different viewpoints. As can be seen, the number of 
false correspondences is reduced by using the Mahalanobis distance. By viewing different 
examples of the same landmark we are able to build a more complete model of it and this 
permits us to better separate each landmark from others. We consider that this approach 
reduces the number of false correspondences and, consequently produces better results in 
the estimation of the map and the path of the robot, as will be shown in Section 6. 
 

       
                           a)                              b)                                c) 
Fig. 2. Tracking of points viewed from different angles and distances.  

6. Experimental results 
During the experiments we used a B21r robot equipped with a stereo head and a LMS laser 
range finder. We manually steered the robot and moved it through the rooms of the 
building 79 of the University of Freiburg. A total of 507 stereo images at a resolution of 
320x240 were collected. The total traversed distance of the robot is approximately 80m. For 
each pair of stereo images a number of correspondences were established and observations 
zt ={zt,1, zt,2, ···, zt,B} were obtained, each observation accompanied by a SIFT descriptor {dt,1, 
dt,2, ···, dt,B}. After stereo correspondence, each point is tracked for a number of frames. By 
this procedure we can assure that the SIFT point is stable and can be viewed from a 
significant number of robot poses. In a practical way, when a landmark has been tracked for 
more than p=5 frames it is considered a new observation and is integrated in the filter. After 
the tracking, a mean value di is computed using the SIFT descriptors in the p views and a 
diagonal covariance matrix is also computed. In consequence, as mentioned in Section 5, 
each landmark is now represented by (di, Si). Along with the images, we captured laser data 
using the SICK laser range finder. These data allowed us to estimate the path followed by 
the robot using the approach of (Stachniss, 2004). This path has shown to be very precise 
and is used as ground truth. 
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 Correct 
matches

Incorrect 
matches 

Euclidean 
distance 83.85 16.15 

Mahalanobis 
distance 94.04 5.96 

Table 1. Comparison of correct and incorrect matches using the Euclidean distance and the 
Mahalanobis distance in the data association. 

Figure 3 shows the map constructed with 1, 10, and 100 particles. A total number of 1500 
landmarks were estimated. With only 1 particle the method fails to compute a coherent 
map, since only one hypothesis is maintained over the robot path. It can be seen that, with 
only 10 particles, the map is topologically correct. Using only 100 particles the map is very 
precise. On every figure we show the path followed by the robot (blue continuous line), the 
odometry of the robot (magenta dotted line) and the path estimated using the visual SLAM 
approach presented here (red dashed line). As can be seen in the figures, some areas of the 
map do not possess any landmark. This is due to the existence of featureless areas in the 
environment (i.e. texture-less walls), where no SIFT features can be found. 
Figure 4 shows the error in localization for each movement of the robot during exploration 
using 200 particles. Again, we compare the estimated position of the robot using our 
approach to the estimation using laser data. In addition, we have compared both 
approaches to data association as described in Section 5. To do this, we have made a number 
of simulations varying the number of particles used in each simulation. The process was 
repeated using both data association methods. As can be seen in Figure 5 for the same 
number of particles, better localization results are obtained when the Mahalanobis distance 
is used (red continuous line), compared to the results obtained using the Euclidean distance 
(blue dashed line). Better results in the path estimation imply an in the quality of the 
estimated map. 
Compared to preceeding approaches our method uses less particles to achieve good results. 
For example, in (Sim et al., 2006), a total of 400 particles are needed to compute a 
topologically correct map, while correct maps have been built using 50 particles with our 
method. In addition, our maps typically consists of about 1500 landmarks, a much more 
compact representation than the presented in (Sim et al., 2006), where the map contains 
typically around 100.000 landmarks. 

7. Conclusion 
In this Chapter a solution to SLAM based on a Rao-Blackwellized particle filter has been 
presented. This filter uses visual information extracted from cameras. We have used natural 
landmarks as features for the construction of the map. The method is able to build 3D maps 
of a particular environment using relative measurements extracted from a stereo pair of 
cameras. We have also proposed an alternative method to deal with the data association 
problem in the context of visual landmarks, addressing the problem from a pattern 
classification point of view. When different examples of a particular SIFT descriptor exist 
(belonging to the same landmark) we obtain a probabilistic model for it. Also we have 
compared the results obtained using the Mahalanobis distance and the Euclidean distance. 
By using a Mahalanobis distance the data association is improved, and, consequently better 
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results are obtained since most of the false correspondences are avoided. Opposite to maps 
created by means of occupancy or certainty grids, the visual map generated by the approach 
presented in this paper does not represent directly the occupied or free areas of the 
environment. In consequence, some areas totally lack of landmarks, but are not necessary 
free areas where the robot may navigate through. For example, featureless areas such as 
blank walls provide no information to the robot. In consequence, the map may be used to 
effectively localize the robot, but cannot be directly used for navigation. We believe, that this 
fact is originated from the nature of the sensors and it is not a failure of the proposed 
approach. Other low-cost sensors such as SONAR would definitely help the robot in its 
navigation tasks. 
As a future work we think that it is of particular interest to further research in exploration 
techniques when this representation of the world is used. We would also like to extend the 
method to the case where several robots explore an unmodified environment and construct 
a visual map of it. 
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Fig. 4. Absolute position error in odometry and visual estimation. 
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Fig. 3. Maps built using 1, 10 and 100 particles. A 2d view is showed where landmarks are 
indicated with black dots. 
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1. Introduction 
Consider four flat-surface regions each of which has been placed, with varying positions 
and orientations, within the workspace of a robot, as suggested in Figure 1. Assume that the 
robot is kinematically able to reach each surface in the sense of delivering a cutting and an 
abrading tool to the poses needed in order to remove material from a blank to the point of 
recovering each of these surfaces. 
 

 
Fig. 1.  The four flat surfaces which are to be duplicated via robot machining and abrasive 
action �– precisely  in their respective locations. 

We pose the task as one of recovering to within a maximum error of 0.1mm, each of the four 
surfaces of Fig. 1 using the robot with end-of-arm machining and abrading equipment. 
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Rather than using internal-angle-dependent, calibrated, kinematical relationships of Figure 
1�’s E frame relative to the A frame, as might be used with a CNC machine as the basis for 
this recovery of geometry, we instead apply uncalibrated, stationary cameras, in numbers 
and locations such that each of the four target surfaces of Fig. 1 is clearly viewed by at least 
two cameras. Laser spots are cast onto the four original surfaces, as indicated in Fig. 2, and, 
through image differencing, registered and located in the uncalibrated cameras�’ image 
planes or �“camera spaces�”.  Similar laser spots are cast onto the various intermediate forms 
of the fashioned blank as it approaches the prototype geometry of Figure 1. 

 
Fig. 2.  Hundreds of laser-spot centers may be �“collected�” in each participant camera space 
by way of image differencing.  Individual spots (left) and multiple spots (right) may be cast.  
These lead to the unit normal n in a special reference frame:  the frame with respect to which 
the nominal kinematics model of the robot is locally virtually perfect. 

The robot�’s degrees of freedom are guided using camera-space manipulation [1].  As such, 
there is no need to calibrate the robot kinematics just as there is no need to calibrate the 
cameras.  The forward kinematics model in terms (say) of Denavit-Hartenberg parameters, 
is considered known but not especially accurate globally, as is typical for such industrial 
robots.  Importantly, knowledge of the location of the base of the robot is not used; the base 
may be introduced into the scene in any way that is convenient for the operation at hand. 
The proposition of the paper is, first, that extremely high precision can be achieved in this 
surface-recovery process provided the cameras remain stationary throughout. The second 
point is that more arbitrarily curved surfaces �– surfaces that would be of interest in 
countless kinds of real-world applications �– can also be recovered using variations on the 
same strategy. Thus, a new possibility for replacing CNC machining is introduced �– a 
possibility not predicated on a data base but rather a large number of laser spots incident 
upon the prototype surface and registered in the uncalibrated cameras, followed by robot-
based, camera-guided machining and abrading using one or, equally feasible, several 
conveniently, arbitrarily positioned robots. Presuming the prototype piece is shaped as 
desired (it need not of course be of the same material as the duplicate), the accuracy of the 
final form of one end-juncture of the duplicate with respect to an opposite end juncture will 
be completely independent of the extent of those two points�’ separation, or the number of 
base positions of robots engaged to achieve the shape recovery.  Put another way, the 
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absolute accuracy of the surfaces�’ final contour will be the same whether it is a small object 
fashioned by a single machine or a huge one (imagine for example the Statue of Liberty) 
fashioned using many portable dexterous machines, or a single robot repositioned 
arbitrarily throughout the shape-recovery process. Alternative means such as contact probes 
for monitoring accuracy are unnecessary. The one requirement is that cameras not shift from 
initial spot detection as those spots are reflected off the prototype piece through to 
formation of the replica. 

2. Laser-assisted robot operation using camera-space manipulation 
The high precision of replicating the four surfaces is achieved in a three-stage process. The 
first stage entails identification of the surfaces by the process of �“spot matching�” among 
those cameras that have a clear view of any one of the four original surfaces. Matched spots, 
then, are used to map a relationship between 2D camera-space junctures of the surface as 
they locate in one of the pertinent cameras and camera-space location in each of the other 
cameras with visual access to a given surface region. 
As indicated in Figure 3, the grayscale differenced image that includes a single laser spot 
may be conditioned or smoothed using a mask applied to each differenced image. 
 

 
Fig. 3.  Raw grayscale, differenced image of a laser spot (left) followed by application to each 
pixel of a smoothing mask (center) produces a smoothed differenced image with a clearer 
peak or center location in camera space (right). 

Thousands of laser-spot centers may be �“collected�” in each participant camera space and 
mapped among the regionally pertinent cameras by way of image differencing of large 
numbers of images, each with the spots directed slightly differently onto any one prototype-
surface plane. As indicated in Fig. 4, it is possible to difference two images with laser spots 
�“on�”, provided the multiple-beam laser pointer is shifted between images. The identity of 
the spots with pan/tilt position in such an image is based upon the �“up�” or �“down�” 
orientation. These samples aggregate leading to the unit normal n, as depicted in Fig. 2, in a 
special 3D physical reference frame: the frame with respect to which the nominal kinematics 
model of the robot is locally virtually perfect. This does not imply �“calibration�” in the usual 
sense, as it is never known �– from region to region of the robot�’s workspace within which 
operation occurs �– exactly how this special reference frame is positioned and oriented.  
Rather, the philosophy of �“camera-space manipulation�” is used to identify the �“camera-
space kinematics�” in each locally pertinent camera.   
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Fig. 4.  By differencing two images with pan/tilt-shifted laser spots, it is possible to separate 
those peaks which pertain to the first image�’s blast from those of the second image�’s �“blast�” 
by noting the �“up�” or �“down�” orientation. 

As discussed below, this approach allows for three-dimensional locating of each matched 
spot�’s center in a 3D reference frame that �“drifts�” as action is applied across the various 
regions of operation. 
The identification of components of n in the drifting3D frame in which the kinematics are 
locally virtually perfect, is achieved through judicious camera-space sampling of the circular 
cues of Figure 1 �– together with corresponding robot internal joint rotations �– as the end 
member approaches for subsequent machining, in accordance with camera-space 
manipulation [2]-[5].  Provided circular end-member cues are densely sampled in the very 
small robot-joint region where machining would occur, the benefit of having these 
relationships in hand is that local movement of the internal degrees of freedom can then be 
commanded in such a way as to recreate the surface whose unit normal is this same n. 
The next step entails calculation, via nominal kinematics, of the 3D coordinates of each 
matched spot relative to the aforementioned 3D reference frame. From these many spots the 
best fit of n and the location along n of the plane are determined. The second stage of the 
process involves calculation from the nominal forward kinematics of the robot, and 
execution, of passes of the arm that will approach the final surface but not quite reach it, and 
that will have the same surface normal n previously calculated. Intermediate sets of passes 
leading up to this near-terminal plane are based upon reflections of laser spots off of 
intermediate stages of the forming body and reflected into the controlling cameras. We have 
the ability to calculate these passes and execute them in such a way as to create with 
extreme precision a new surface that is parallel to and slightly extended beyond the 
prototype surface in physical space. 
The third and final step in the process entails replacement of the cutting tool with an 
abrasion tool and sanding down to realize a polished final surface in the exact location as 
the original surface. This transition is indicated in the left image of Fig. 5. Part of the reason 
for the change in tool is that many real-world applications benefit from the last bit of 
material removal occurring in a polishing mode. The other part has to do with final-surface 
accuracy: The camera-space kinematics on the basis of which the surface calculation is made 
are as good as the apriori rigid-body specification of circular-cue and tip locations. While 
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this relationship can be extremely good, tool wear is likely to make it somewhat imperfect.  
Fortunately, there is the prospect of a more-frequent application of the large number of laser 
spots in the final phases of material removal. Extreme sub-pixel, sub-millimeter precision is 
afforded by frequently alternating sanding passes with laser-spot application. 
 

 
Fig. 5.  The image on the left indicates the outline of the initially machined surface of 
orientation n, and the contained target surface with the same orientation.  Vagaries of the 
sanding process used to recover the latter from the former can produce gradual, unwanted 
valleys and peaks in the intermediate surfaces as indicated on the right.  New laser spots 
incident upon these intermediate surfaces can be used to adjust slightly the CSM-based 
sanding motion in order compensate or level the surface as movement proceeds. 

Vagaries of the sanding process used to recover the final plane can produce gradual, 
unwanted valleys and peaks in the intermediate surfaces as indicated in Fig 5�’s right image.  
(Although experimental evidence indicates that even without measures explicitly taken to 
counter this variation, less than a tenth of a tenth of a mm of variation over a 20 mm2 area 
attends a 1.5mm depth of material removal by sanding [3].) New laser spots incident upon 
these intermediate surfaces can be used to adjust slightly the CSM-based sanding motion in 
order to compensate or level the surface as movement proceeds. Several possible strategies 
may be combined to achieve such leveling, including a proportional increase over the course 
of the normal sanding passes of interference across those regions which are determined 
from intermediate-surface laser spots to be relative �– if extremely gradual �– peaks.  
�“Interference�” in this context is the extent of intrusion of the sanding surface beneath the 
current surface that would occur absent the current surface�’s actual, resisting, physical 
presence. 
With this ability �– using discrete, flat surfaces �– the question remains: Can a similar 
procedure be made useful for more general surfaces which are not comprised of perfectly 
flat surface subdomains? We make a case below that it can. 
The first part of the case returns to the argument for the four surfaces but looks at the 
reduction in replication accuracy as surface size diminishes. The second part considers ways 
in which such reduction in accuracy �– both of n and location of the surface along n �– will be 
mitigated with knowledge of adjacent-surface slope and position continuity.  Finally, the 
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argument moves to ways in which a CAD representation of the nominal shape of the body 
could be used to facilitate this process of exploiting continuity near the region of interest.  
Importantly, this is the only place in the process (apart from fabrication of the prototype 
piece itself, which could be achieved using a softer or otherwise more easy-to-form material) 
where use of any CAD data come into play; and the actual enforcement of final form is not 
directly based upon this information even if it is used, but rather on the laser-spot 
characterization of the prototype body in the images of the participant, uncalibrated 
cameras. 

 
Fig. 6.  Approximations n1 and n2 to closely spaced unit normals is established using laser 
spots reflected off the prototype surface. Using interpolation the outer surface is machined 
to approximate with upper line of the lower image the actual surface.  Abrasion is finally 
used to remove material using relatively more interference across regions where the 
remaining layer is thicker. 
As the sizes of the individual surfaces of Fig. 1 diminish, the separation of laser spots 
incident upon the prototype flats likewise diminish. This reduces the accuracy of n, and the 
points along n where the surfaces are located (in the aforementioned �“special�” 3D 
coordinate system). Consideration of a continuously curving, but otherwise general, surface 
can be thought of as a limiting process of this flat-surface size reduction. Establishment of n, 
however, can be achieved across a larger finite region provided, at each point, the surface�’s 
third spatial derivatives are small compared to the second, i.e. locally the surface is 
symmetric. Surface location along n will require the reduced number of more-local spots. 
The initial step, indicated in Fig. 6, of approximating n1 and n2 can, due to local symmetry 
about any given surface point, be achieved using spots that fall upon the larger surface 
subdomain. The machining event can compensate for less accuracy of position of original-
surface junctures by leaving a greater tolerance to be sanded as indicated in the lowermost 
of the images of Figure 6. Interpolation of approximations n1 and n2 to closely spaced unit 
normals is established using laser spots reflected off the prototype surface. Using 
interpolation among the closely spaced junctures would result in a variable, but similarly 
generous, margin across the outer surface. This is indicated with the upper line of the lower 
image of Fig. 6. Abrasion is finally used to remove material using relatively more 
interference across regions where the remaining layer is thicker. 
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The latter process would be limited in precision in accordance with the curvature of the 
prototype/replica surface at the points of interest were it not for the availability of the CAD 
data. To the extent that these data allow for identification of the prototype with the design 
information, a functional form for the region may be used to fit laser spot reflections of both 
original (prototype-surface) and evolving replica surfaces across a larger finite region, 
increasing the accuracy of the final product. 

3. Experimental verification 
As discussed above, laser-assisted characterization of the geometry of the object surface is 
based on 3D-coordinate data of the surface points. A fundamental experiment aimed at 
verifying shape formation would be the surface-reduction-gauging testing. In this 
experiment, laser-spot-assisted, 3D image analysis is applied to gauge thickness changes of a 
surface. The physical thickness change after removal of a flat, thin layer of material is 
measured by caliper and compared with the thickness change estimated using laser-spot 
measurement. 
The robot-vision system that was set up for the surface-reduction-gauging experiment 
consists of a Kawasaki JS5 six DOF robot, a personal computer, three off-the-shelf CCD, 
monochrome, analog, industrial video cameras (JAI model CV-M50) and one single-dot 
laser pointer and one laser-grid pointer mounted on a pan/tilt unit. The cameras are 
connected to a frame grabber board (Data Translation model DT-3152), which is installed in 
the computer. The laser pointers cast laser spots onto the object surface. On/off of the laser 
pointers is controlled with a digital I/O board (CyberResearch model CYDIO-24) installed 
in the computer. The pan/tilt unit is a computer controlled 2-DOF mechanism. It carries the 
two laser pointers to illuminate the object surface and accumulates enough density of laser 
spots on the surface by shifting the projected laser grid. 
 

 
Fig. 7.  System setup 
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The system configuration is shown in Fig. 7. Three static cameras are mounted on the 
ceiling, about 3 meters away from the work space. This is contained within a volume of a 
cube of approximately 1 m3. The pixel resolution of the camera is 640 by 480 pixels. Each 
pixel represents about 2mm projected from physical space. 
Two pieces of square aluminum plates were stacked on the top of each other and placed 
inside the workspace volume. The thickness of the top plate was measured both by calipers 
and laser spots. In order to test the precision of the laser-spot measurement, the variations 
that exist in the plate surfaces should be very small. Two 50 by 50 mm square pieces of 
aluminum were used in the experiment. The pieces were cut and then machined to have less 
than 0.01 mm surface variation. The thickness of the plate is 3.20 mm ±0.01mm. 
The experiment procedure for assessing the accuracy of this approach for gauging surface 
reduction is briefly described here. As shown in Figure 8, the two flat plates of aluminum 
described above, are placed in the workspace. 
 

 
Fig. 8.  Metal plates 

The procedure is as follows, 
Step 1: Laser spots are cast down onto the top surface of the top plate. Using image 
differencing, detection and matching process described above, the 2D coordinates of the 
laser-spot centers on the top surface of the top plate are identified in three CSM cameras. 

 
Fig. 9.  Laser spots cast on the top surface of top plate 

Step 2: The top plate is removed as illustrated in Fig. 10. Therefore, the thickness change of 
the surface is the thickness of the top plate. Laser spots are cast onto the top surface of the 
lower plate. The 2D coordinates of the laser-spot centers on the top surface of the lower 
plate are identified in the same three CSM cameras. 
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Fig. 10.  Laser spots cast on the top surface of lower plate 

Step 3: After the two sets of laser-spot 2D-coordinate data are stored in computer memory, 
cue-bearing plates mounted on the robot are introduced into the same physical region as the 
two stacked plates, as shown in Fig.11. 
 

 
Fig. 11.  Cue-bearing plates approach workpiece 

Step 4: Newly sampled cues and the joint coordinates of the robot in corresponding poses 
were used to update, locally, the camera-space kinematics. Then, with the new local 
mapping model and the two sets of laser-spot 2D-coordinate data in each camera space, the 
3D coordinates of surface spots were estimated relative to the nominal world frame. 
Step 5: The surface points on the top plate are fit to a plane using least squares. The distance 
from the plane to the surface points on the lower plate are calculated. The average distance 
is the estimate of the thickness of the removed plate. In step 1 and step 2 the number of laser 
spots cast on the top surface is varied from 100 to 2000 in various tests. The laser-spot-array 
direction can be shifted slightly using the pan/tilt unit to cast down new surface spots, 
allowing for accumulation of a virtually unlimited density of points on the surface regions 
of interest. A different test consisted of placing multiple paper cues on the top surface of the 
lower plate, instead of the laser spots, as illustrated in Fig. 12.  
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Fig. 12.  Multiple paper cues on surface 

The paper cues placed on the surface are the same circular geometry as those borne on the 
plate mounted on the robot end effector. The 2D coordinates of the cues were identified in 
three CSM cameras and nominal 3D coordinates of the cues were estimated as the surface-
point data, which was applied in same process as step 5, in order to calculate the thickness 
of the removed plate 

4. Experiment result and discussion 
The known thickness of the metal plate is 3.20 mm±0.01mm. The calculated average 
thickness using about 100 spots (accumulated from multiple images) for estimation is listed 
in Table 1. 
 

Test Number 
 

Thickness measured (mm) by 
100 laser spots vs. 100 laser spots 

Thickness measured (mm) 
by 100 laser spots vs. 100 cues 

1 3.27 3.28 
2 3.15 3.18 
3 3.21 3.18 
4 3.16 3.25 
5 3.17 3.10 

Table 1. Experiment result 
The precision of thickness gauging is consistently within one tenth of a millimeter. It is one 
order of magnitude higher than image resolution. This sub-pixel level of accuracy was 
consistent throughout the robot�’s workspace, and for a range of plate orientations. 
Why is the laser-spot-assisted, 3D image analysis able to estimate the CSM target shift with 
sub-pixel accuracy despite the large random error from the coarse pixel quantization of 
camera space together with error associated with the 3D-coordinate estimation of laser spots 
in CSM nominal world frame? An error consists of two parts, deterministic error and 
random error. The deterministic error was cancelled because the thickness assessment is 
from the difference of two sets of laser spots, which have the same deterministic offset due 
to the proximity in distance and continuous mapping of surfaces points in camera space to 
the same body�’s position and orientation. Therefore, only the random error was left in 
thickness gauging results and the each laser spot�’s position assessment is virtually zero-mean. 
With the advantage of the effect of averaging to filter out the image-discretization and other 
noise, a large number of laser spots could achieve high certainty and precision. The above 
experimental result is the proof. The histogram summary of 10 trials is shown in Fig. 13. The 
data clearly show that the error of thickness gauging is random with normal distribution. 
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Fig. 13.  Histogram of surface points vs. thickness 

The normal distribution of the random error brings up the issue of level of certainty. The 
practical question pertaining to this certainty issue is what a sufficient number of laser spots 
cast on the surface of an object needs to be in order to guarantee each individual assessment 
is within a certain prescribed precision. In another words, what is a sufficient density of 
laser spots cast on the surface, in spots per unit area on a flat surface in order to characterize 
the geometry of the surface with designated accuracy? The variation of the error is 
measured by standard deviation (STD ) in statistics. It allows one to deduce the 
relationship between the number of laser spots (samples) and the certainty of the individual 
assessment (mean ) for answering the question. Table 2 shows STD  of the individual 
assessments of plate thickness for the five tests. 
 

Test Number Mean ( ) of thickness (mm) 
with 100 samples 

STD ( ) of individual 
assessment of thickness 
(mm) with 100 samples 

1 3.27 0.772 
2 3.11 0.7653 
3 3.21 0.7383 
4 3.12 0.7347 
5 3.14 0.7732 

STD of the mean of the 5 
tests 0.068  

Table 2. Standard deviation of the individual assessments of plate thickness 

As illustrated in Fig. 14, the individual thickness assessments have about a 68% probability 
of falling within the range between mean ( ) STD ( ) and mean ( )+STD( ), as expected 
with a normal distribution. 
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As presented in [6], consider a random process with standard deviation 1. A second 
random process can derived from the first one by taking out m samples (m>1) from the first 
process and average their values to be a sample for the second process. The samples from 
the second random process have a standard deviation of m. The relationship between the 

m and 1 is: 

m2 = 12/m 
 

 
Fig. 14.  Normal distribution of individual thickness assessment 

In the present case, the predicted ( 100), STD of 100 samples�’ mean in the thickness-gauging 
experiment result, is about 0.07 according to this statistical analysis. The actual STD of the 
mean of the 5 tests with 100 samples is 0.068, which agrees with the statistical analysis. This 
relationship was also proven using 2000 spots tests. 
In the experiment results of Table 2, the third column shows that the same high precision of 
thickness gauging occurred in the test of placing multiple paper cues on the surface of the 
lower plate instead of casting laser spots after the top plate was removed. This result proves 
that there is no significant detection bias between the laser-spot detection and cue detection 
in camera space. In other words, there is no bias between 2D position of the detected center 
of cue and laser spot in camera space if they occupy same physical location. (The �“physical 
location�” of the laser-spot center is not, strictly speaking, actually defined. What the tests 
indicate is that, on average, the software places each camera�’s camera-space center of a 
given laser spot in such a way as to represent the same surface juncture in all three cameras.) 
This seems unsurprising, but thinking how different are the appearances of the cue and 
laser spot in physical space, there are enough reasons to doubt this no-bias result to warrant 
physical proof. Among the reasons for a possible bias is the fact that laser spots are incident 
on the surface from a particular angle, and this angle will vary with any shift in the 
workpiece or laser-pointer base. 
The CSM targets established by laser-spot-assisted, 3D image analysis are ultimately for the 
robot to position the point of interest on a robot�’s end effector with high precision. CSM�’s 
high precision is fundamentally based on the premise that a point or juncture attached on 
the robot end effector collocates the target point in 3D physical space when these two 
junctures collocate in at least two cameras�’ camera spaces. So the non-bias detection of 
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position between cue and laser spot is a critical premise to extend the CSM high-precision 
positioning where laser spots are used to establish camera-space targets.  
In step 3 of the thickness-reduction experiment, cue-bearing plates mounted on the robot 
were introduced into the same physical region as the two stacked plates. The newly 
sampled cues and the joint coordinates of the robot in corresponding poses were applied to 
update local mapping between the camera space object is 2D coordinates and robot joint 
coordinates. Then, with the new local mapping and the two sets of laser-spot 2D camera-
space coordinates stored in computer memory, the 3D coordinates of surface spots were 
estimated relative to nominal world frame. Though, in the thickness-gauging experiment, 
the robot doesn�’t need to position its end effector to the target with high precision, in real 
world applications the CSM targets established by laser-spot-assisted 3D image analysis are 
used for robot positioning. So the experimental studies of step 3 were performed in same 
situation as real applications.  

 5. Summary and conclusion 
The surface-reduction-gauging experiment proves the ability of laser-spot assisted, 3D 
image analysis to characterize the geometry of the surface and provide the CSM target with 
high precision. It also discloses the extent of measurement precision of surface-reduction 
gauging and reveals the relationship between the density of laser spots cast on the surface, 
in spots per unit area, to the accuracy of the characterized geometry of surface. 
The experimental results also prove the following three premises of the surface extent 
application of laser spots using CSM-based 3D nominal World-frame-coordinate estimation: 
Though the nominal optical model and nominal robot kinematics model in the CSM system 
are globally imperfect, the premise is that as long as the laser spots are close enough to each 
other within the asymptotic-limit region or volume the relative error between them is close 
to zero-mean. Therefore, any error on the CSM side does not propagate into the 
measurement of surface reduction relative to an as-located original surface. The experiment 
repeatedly proves the premise for a range of surface positions and orientations. 
Another premise is that error in thickness assessment with laser-spot data is unbiased and 
random. This means that, provided they are matched, a laser-spot center detected in each 
camera corresponds to one single physical juncture on the object�’s surface. In other words, 
only error in thickness assessment with laser-spot data can be averaged out by applying a 
large amount of laser-spot data on the surfaces. The results of the above experiment 
repeatedly verify this premise. 
There is no bias between 2D position of the detected center of a circular cue and that of a 
laser spot in camera space if they occupy same physical location. (The �“physical location�” of 
the laser-spot center is not, strictly speaking, actually defined. What the tests indicate is that, 
on average, the software places each camera�’s camera-space center of a given laser spot in 
such a way as to represent the same surface juncture in all three cameras.) 
High-precision surface-change gauging extends the vision-guided-robot system based on 
CSM into a more potent surface-operating system, one that in practice only can be done by 
humans, and this in an imprecise, non-uniform, and often ineffective way. A number of 
surface-finishing tasks entail application of force or pressure combined with in-plane motion 
in order to achieve a scrubbing, polishing or sanding effect. Such tasks often make use of 
human dexterity and effort, which can result in repetitive-motion injury and incomplete or 
uneven treatment of the surface. But with high-precision surface reduction gauging and 
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CSM, our vision-guided robot system can accomplish these tasks efficiently and uniformly. 
Material removal can be monitored and surface reduction gauged and controlled to within 
approximately one tenth of a millimeter. 
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1. Introduction 
Recently, there are many research on harmonized human robot interaction in the real 
environment (Honda; Suzuki et al., 2002). Speech recognition is useful for human-robot 
communication, and there are many robots that have such interface (Asoh et al., 2001) 
(Matsusaka et al., 2001). Some interface use non-verbal information such as facial expression 
and gaze, which are also seen as important for interaction. We have developed a reception 
guidance humanoid robot �“ASKA�”, which can interact with humans using verbal and non-
verbal information such as gaze direction, head pose and lip motion (Ido et al., 2003). 
 

 
Fig. 1. Humanoid robot HRP-2 interacting with a user using vision and speech information 

In this paper, we introduce a humanoid robot system for human-robot communication 
research. Fig.1 shows the overview of our humanoid robot HRP-2. This humanoid robot 
system with interaction ability was developed at NAIST (Nara Institute of Science and 
Technology) under the collaboration of Robotics and Speech Laboratories. It is used as a 
research platform to develop an intelligent real-world interface using various information 
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technologies studied in our institute. The following functions are implemented for human-
robot interaction:  
1. Speech recognition 
2. Voice synthesizing 
3. Facial information measurement 
4. Portrait drawing 
5. Gesture recognition 
The dialogue system which use a large vocabulary continuous speech recognition, and the eye 
contact system, which use a facial information measurement system, are the unique features of 
this robot. The rest of this paper is organized as follows: First, the design concepts are 
discussed in Section 2. The hardware and software system configuration are described 
separately in Section 3. In Section 4, the voice interface implemented in this system is 
explained. The interaction modules using visual information are explained in Section 5. In 
section 6, are explained the demonstration and the experiment in which a person interacts with 
the humanoid. Finally, we summarize our research and future works in Section 7. 

2. Design concept 
Our robot system has been designed based on two concepts: (1) as a research platform for 
various information technologies, and (2) as an achievement of human-robot interaction. 

2.1 Research platform 
The main objective in the early stage of its development was to build a research platform for 
various information technologies using a robot. The software architecture was designed 
based on this concept. Fig.4 shows a simple configuration in which each module 
communicates its own status and sensory information to the server. Each module runs 
independently and can start and stop at an arbitrary timing. This modularity enables rapid 
development and easy maintenance of the modules. 

2.2 Human-robot interaction 
The information utilized for face-to-face communication is classified in two major 
categories, �“verbal�” and �“non-verbal�” information. Although the primary information in 
communication is the former, the latter, such as facial direction, gaze and gesture, is recently 
emphasized as a mean of natural human-robot interaction. We focus on face direction and 
gesture information in this research and try to achieve more natural interaction by 
combining them with speech information. In the next section, we describe how the software 
and the hardware of our system are constructed. The typical scenario of the interaction is 
also described. 

3. System configuration 
3.1 Hardware configuration 
The system is composed of a humanoid body, stereo cameras, hand-held microphones, a 
speaker and several PCs as shown in Fig.2. HRP-2 (KAWADA Industries, Inc.) is used as the 
humanoid body. A stereo camera system with four IEEE1394 cameras (Flea, Point Grey 
Research Inc.), eight tiny microphones and an 8ch A/D board (TD-BD-8CSUSB, Tokyo 
Electron Device Ltd.) are installed in the head of HPR-2. Eight built-in microphones attached 
to the head are connected to the on-board vision PC via A/D board, and 8ch speech signals 
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can be captured simultaneously. Additionally, a hand-held microphone can be connected to 
an external PC for speech recognition. Switching between these two microphone systems is 
achieved by software. The use of the hand-held microphone enables the interaction in places 
where the background noise is large to such an extent that recognition using the built-in 
microphone fails. Two external PCs are used besides the PC built into the robot. One of 
them is used for the speech recognition and speech synthesis, and the other is used as the 
terminal PC of the robot. 
 

 
Fig. 2. Hardware configuration 

A special chair, as shown in Fig. 3, was built in order for HRP-2 to sit down drawing the 
experiment. Regrettably, HRP-2 cannot seat itself because it has to be bolted to the chair for 
stability as shown Fig. 3. 
 

 
Fig. 3. HRP-2 fixed on a chair 

3.2 Software configuration 
The basic software of this system consists of six modules: 
 Speech Recognition Module 
 Speech Synthesizing Module 
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 Face Tracking Module 
 Gesture Recognition Module 
 Portrait Drawing Module 
 Body Gesture Controller Module 

In our system, the Face Tracking Module, the Gesture Recognition Module and the Portrait 
Drawing Module are all used as Visual Measurement Modules, and they are connected to 
the vision subserver. The speech recognition module has an independent interface called 
�“adintool�” to record, split, send and receive speech data. These interfaces enable to select the 
speech input with no influence on the other modules. 
These modules run on the distributed PCs and communicate with a server program by 
socket communication over TCP/IP protocols as shown in Fig. 4. This is a simple 
implementation of the blackboard system (Nii, 1986). The server collects all the information 
(sensory information and status of execution) from all the client modules. Each client 
module can access the server to obtain any information in order to decide what actions to 
take. Each module runs independently and can start and stop at an arbitrary timing. This 
modularity enables the rapid development and easy maintenance of the modules. 
 

 
Fig. 4. Software configuration 

3.3 Interaction scenario 
HRP-2 sitting opposite to a user across a table can detect face and gaze directions of the user 
and recognize the question asked by the user. The typical scenario of the interaction 
between a user and the humanoid is as follows: 
1. The humanoid detects the direction of the user�’s face. 
2. When the face direction of the user is detected to be facing the humanoid, the user is 

regarded as having an intention to talk to the humanoid. The user can then talk with 
gestures to humanoid. 

3. The humanoid recognizes the question and makes a response with voice and gesture or 
carries out an ordered task. 

The speech dialogue system of the humanoid can answer the following questions: 
 Office and laboratory locations 
 Extension telephone numbers of staffs 
 Locations of university facilities 
 Today�’s weather report, news and current time 
 Greetings 

In addition to these questions, commands such as �“pass the objects�” or �“draw a portrait�” 
can be recognized and carried out. The training corpus used for speech recognition is 
described in the following section. 
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The motions comprising the gesture responses are defined beforehand using a dedicated 
software, �”Motion Creator�” (Nakaoka et al., 2004). These responses are linked to its 
corresponding sentences manually. 

4. Voice interface using speech and noise recognition 
The voice interface of our system was developed to contain two parallel sound recognition 
methods to be able to have flexible interactions with users. We implemented a spoken 
dialogue routine based on a continuous speech recognition technology with a large 
vocabulary dictionary for accepting users�’ various utterances. We also introduced a 
nonstationarynoise recognition program based on likelihood measurements using Gaussian 
Mixture Models (GMMs). It realizes not only rejection mechanisms of environmental noises, 
but also novel human-robot interaction schemes by discerning unintended user�’s voices 
such as laughter, coughing, and so on. This section explains about the speech recognition 
and the noise recognition. 

4.1 Speech recognition 
The continuous speech recognition has accomplished remarkable performance. However, 
sufficient accuracy when recognizing natural spontaneous utterances has not been attained 
yet. To obtain higher accuracy, we needed to organize task-suitable statistical models 
beforehand. 
Our speech recognition engine, �“Julius�” (Lee et al., 2001) requires a language model and an 
acoustic model as statistical knowledge.  
For an acoustic model, we use the speaker-independent PTM (Lee et al., 2000) triphone 
HMM (Hidden Markov Model). The model can deal with an appearance probability of 
phonemes with considering context dependent co-articulations consisting of the current 
phoneme and its left and right phonemes. 
An acoustic model for the HRP-2 was trained from the following data using HTK (Hidden 
Markov Model Toolkit) (Young et al., 2002): 
 Dialog Natural users�’ utterances in using actual dialogue system (24,809 utterances). 
 JNAS Reading style speech by speakers, extracted from the JNAS (Japanese Newspaper 

Article Sentences) (Itou et al., 1999) database (40,086 utterances). 
Dialog data are actual human-machine dialogue data extracted from utterance logs 
collected by a long-term field test of our spoken dialogue system �“Takemaru-kun System�” 
(Nisimura et al., 2005), which has been deployed in a public city office since November 2002 
and operated every business day. We have obtained over 300,000 recorded inputs as of 
February 2005. The accuracy improvement of natural utterance recognition can be obtained 
efficiently by using these actual conversation data. We can also say that the built model can 
obtain better performance for recognition of child voices because the Dialog data contains 
many voices uttered by children. See (Nisimura et al., 2004) for details. 
The training data of the acoustic model included the JNAS data due to the necessities of 
holding a large amount of speech data in building the model. 
We adopted a word trigram model as the language model, which is one of the major 
statistical methods in modeling appearance probabilities of a sequence of words (Jelinek, 
1990). There are two well-known task description approaches in continuous speech 
recognition: (1) finite state network grammar, and (2) word trigram language model. Finite 
state network grammar is usually adopted for small restricted tasks. By using a statistical 
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method instead of a network grammar, some utterances even in out-of-domain task are 
correctly recognized. Utterances including various expression styles can also be recognized 
more flexibly than with the network grammar based recognition. In order to train the 
model, a training corpus consisting of the following texts was prepared: 
 Dialog Transcribed utterances collected by the field testing Takemaru-kun system 

(15,433 sentences). 
 Web Texts extracted from web pages (826,278 sentences). 
 Chat Texts extracted from Internet Relay Chat (IRC) logs (2,720,134 sentences). 
 TV Texts of request utterances in operating a television through a spoken dialogue 

interface (4,256 sentences). 
We produced a vocabulary dictionary which includes 41,443 words, each appearing 20 or 
more times in the corpus. Then, language model tools provided from IPA Japanese free 
dictation program project (Itou et al., 2000) was used to build a baseline model. Finally, a 
task-dependent network grammar was adapted to the model. We wrote a finite state 
network grammar for the HRP-2 task, which included 350 words. Adaptation was 
performed by strengthening the trigram probabilities in the baseline model on the basis of 
word-pair constraints in the written grammar. This method enables more accurate 
recognition of in-task utterances while keeping the acceptability of statistical model against 
unexpected utterances. 
 

 
Table 1. Training Conditions of GMMs 

4.2 Noise recognition 
We introduced noise recognition programs to the HRP-2 to realize a novel human-robot 
interaction that mediates unintended sound inputs, such as coughing, laughing, and other 
impulsive noises. Although noises have been deleted as needless inputs in a general 
dialogue system (Lee et al., 2004), the proposed system can continue to dialogue with 
humans while recognizing a noise category. 
We investigated sound verification to determine whether the inputted voice was intended 
by comparison of acoustic likelihood given by GMMs. GMMs have proven to be powerful 
for text-independent speech verification technique. Although conventional speech 
verification studies have only focused on environmental noises, our previous studies found 
that GMMs can also discriminate more utterance-like inputs. 
Table 1 shows the training conditions of GMMs, where training data were recorded through 
a microphone used when performing a spoken dialogue for the HRP-2. When laughter or 
coughing is recognized, the response corresponding to the recognition result is returned to 
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the user. To realize the identification of the voice and non-voice, adult and child�’s voices 
were included in the training data. If the input is identified as voice, the system executes a 
normal spoken dialogue routine. �“Beating by hand�” and �“Beating by soft hammer�” indicate 
impulsive noises when a user beats the head of HRP-2 by hand or by a soft hammer. The 
system will use the identification result of beatings for dealing with mischief from users 
when the robot is installed in a house. 
8-class GMMs with 64 Gaussian mixtures were made from each class training data. As for an 
acoustic parameter, we adopted the mel frequency cepstral coefficients (MFCC), which is a 
major parameter when analyzing human voices for speech recognitions. The class of GMM that 
has the highest acoustic likelihood against parameters of input sound is chosen as an output. 

4.3 Dialogue strategy 
The spoken dialogue strategy of our system was designed based on a simple principle. 
Candidate responses to a user�’s question are prepared beforehand. Selection of a suitable 
response among the candidates is performed by keyword or key-phrase matching 
mechanism. We defined keywords for each candidate. After recording the user�’s voice, the 
number of keywords matched with recognized text is totaled for all prepared candidates. 
The system will choose the most matched candidate as a response. In this procedure, the  
N-best output is used as the speech recognition result that complements recognition errors. 

5. Interaction system using visual information 
Our system obtains gray-scale images from the stereo camera system installed in the head, 
and the following three vision based functions were implemented; facial information 
measurement, pointing gesture recognition and portrait drawing. These functions are 
described in the following sections. 

5.1 Facial information measurement 
The face and gaze information provides important information showing intentions and 
interests of a human. In a previous study, it is shown that humans tend to be conscious of an 
object at the time of utterance (Kendon, 1967). Facial module is based on a facial measurement 
system (Matsumoto et al., 2000) and sends measured parameters such as the pose and the 
position of the head and the gaze direction to the server via network. This module tracks the 
face using a 3D facial model of the user, and measures various facial information such as head 
position and orientation, gaze direction, blinks and lip motions. Fig. 5 illustrates the 3D facial 
model, which consists of template images of facial features and their 3D coordinates. The 
position and orientation of the head is calculated by fitting the 3D facial model to the set of 3D 
measurements of the facial features based on the following equation: 

 
where E is the fitting error, N is the number of facial features, xi is the position vector of each 
feature in the 3D facial model, yi is the measured 3D position of the corresponding feature 
obtained from the current image, and wi is the reliability of the measurements. T and R are 
the translation vector and the rotation matrix to be estimated. The problem of achieving the 
best fitting boils down to finding a set of T and R which minimizes the fitting error E, and 
can be solved by Steepest Descent Method. 
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Fig. 5. 3D facial model 

How to estimate the gaze direction is illustrated in Fig. 6. As the position and orientation of 
the head is estimated, the position and the size of the eyeball in the image can be estimated 
assuming that it is located at a fixed position inside the head. If the position of the iris (or the 
pupil) can be detected in the image, the relative (vertical and horizontal) position of the iris 
and the center of the eyeball in the image produces the 3D direction of the gaze. Fig. 7 shows 
how the facial information is measured. In this figure, rectangles indicate feature areas in a 
face utilized for tracking, and the two lines indicate gaze direction. The main purpose of this 
measurement is to detect valid speech period. The speech input is recognized only after the 
user turns his face to HRP-2. Therefore, the robot does not recognize utterances directed to 
other people. We regard this function as a simple implementation of �“eye contact.�” 
 

 
Fig. 6. Modeling of gaze 

 
Fig. 7. Facial information measurement 
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5.2 Point gesture recognition 
The gesture recognition module which recognizes simple pointing gesture is described. 
Gestures such as motion of the head help attain clearer communication. Furthermore, 
gestures which points to directions are important when considering guiding tasks. If the 
robot can recognize only speech it is difficult to make natural communication because 
demonstrative pronouns are often used in such a situation. Pointing gesture recognition 
module used depth information generated by correlation based on SAD (Sum of Absolute 
Difference). Fig. 8 is an example of the disparity map. The process of recognizing the 
pointing gesture is as follows: 
1. The disparity map is generated after correcting for lens distortion. 
2. The pointing direction is detected on the supposition that the closest part of the user to 

the robot in the disparity map is the user�’s hand. 
The recognition of the pointing gesture enables HRP-2 to respond, even if a user gives 
questions with demonstrative pronoun. For example, HRP-2 can choose and pass a proper 
newspaper to the user when it is asked �“Pass me that newspaper�” with a pointing gesture. 
 

 
Fig. 8. Pointing gesture recognition based on depth image 

5.3 Portrait drawing 
The third module using vision information, the portrait drawing module, is described here. 
This module literally provides the functionality of drawing a portrait as shown in Fig. 9. 
This function was implemented to show that HRP-2 can perform skillful tasks with its 
motion in addition to communicating with a user in the demonstration. From a technical 
viewpoint, portrait drawing requires the segmentation of the face region from the 
background. The procedures to draw the portrait of a user are as follows: 
 

 
                         (a) HRP-2 while drawing portrait                                   (b) Pen holder 

Fig. 9. HRP-2 drawing portrait of a user 
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1. When the module detects using the foregoing facial information that the user has 
turned his face to HRP-2, a still image of the user is captured. 

2. A canny edge image, a depth mask image and an ellipsoid mask image are generated. 
3. The face region is extracted from the edge image using the mask data. 
4. The face image is converted to a sequence of points by chain method. 
5. The sequence of points are sorted and thinned. 
6. HRP-2 draws a portrait using the generated data. 
When the user requests a portrait to be drawn by HRP-2, it asks the user to pass the pen and to 
turn the user�’s face toward the robot. Then it captures an image as shown in Fig.10 (A). An 
edge image using Canny�’s algorithm (Fig. 10 (B)) is generated by the appropriate face image. A 
depth mask image (Fig. 10 (C)), and an ellipsoid mask image (Fig. 10 (D)) are generated by two 
kinds of data, the stereo image pair and the measurement value of face position. Fig. 10 (E) 
shows the facial part extracted from the whole edge image using the masks. The portrait is 
drawn on an actual white-board by HRP-2 using the sequence data generated. Inverse 
kinematics for eight degrees of freedom is solved under the condition that the pose of the pen 
is kept vertical. After the sequence of hand positions is determined, the hand moves 
interpolating these points. Fig. 10 (F) shows the resulting image drawn on the whiteboard. 
When HRP-2 actually draws a portrait, it uses a felt-tip pen with a holder that was designed to 
help it grasp and absorb the position errors of the hand by a built-in spring (Fig. 9 (b)). 

6. Experiment 
6.1 Facial information while talking with the robot 
We implemented the dialog system using simple �“eye contact.�“ However, it is not clea 
whether a user looks at the robot's face when talking with the humanoid robot. Therefore 
we conducted an interaction experiment in a public exhibition to answer this question. To 
investigate the facial information of users while talking with the humanoid robot, images 
from the camera attached to its head were stored for subsequent analysis. Some examples of 
these images are shown in Fig.11. Subjects were fifteen visitors who consist of five men, five 
women and five children. After we gave a simplified explanation about the robot, users 
talked with the robot freely. In this experiment, the robot sitting opposite to a user across a 
table always respond to the user�’s utterances without face and gaze information. Users 
spoke to the robot for about 14 seconds on average, which included about 10 sentences. 
Users sometimes spoke to other people such as staffs or their accompanying persons. The 
total time for talking to others beside the robot averages about 4 seconds per person. 
We analyzed how often users turned their face and gaze to the robot's face when speaking 
to the robot. As a result, users gazed at the robot at a rate of 69% and turn their face to it at 
the rate of 95% on average when speaking to the humanoid robot. 
This result shows that people tend to look at the face when they talk to a humanoid robot. It 
also indicates that our dialog system using eye contact works well regardless of user's age or 
gender. 

6.2 Interaction experiment with two users 
In order to investigate accuracy of our dialogue system using "eye contact", we 
experimented on an interaction with two people. Two users sat opposite to the robot across 
a table. One of them talked to the other and to the robot based on the scenario given before. 
The built-in microphones were used for speech recognition. The number of subjects was 10 
pairs. The scenario was composed of 7 "person-to-person" sentences, 4 "person-to-robot" 
sentences and 4 responses from the robot. 
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                       (a) Original image                                              (b) Canny edge image 

 
                           (c) Depth image                                                  (d) Mask image 

 
                          (e) Line segment data                                       (f) Resulting image 

Fig. 10. Portrait drawing process 

 
Fig. 11. Visitors talking to the humanoid robot 
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Fig.12 shows the ratio of false responses to the conversations between the users. Without 
using eye contact, this ratio was 75.7[%] on average, and it dropped down to 4.3 [%] when 
the robot utilized eye contact information effectively. This result shows that the utilization 
of eye contact information improved the accuracy of response. 
 

 
Fig. 12. Ratio of false response 

6.3 Demonstration 
We verified the usefulness of our system in a real environment through a demonstration in 
the Prototype Robot Exhibition at Aichi World EXPO 2005 as shown in Fig.13. The 
exhibition area was so noisy, full of audience and with simultaneously held demonstrations 
that hand-held microphone was utilized in the demonstration. The nonstationary noise 
recognition system was utilized for recognizing users�’ coughing to start talking about cold 
in the demo scenario. When connected to the Internet, HRP-2 can answer questions on 
weather information, news headlines and so on. 
The uncontrollable lighting condition was also crucial for image processing. However, since 
our method does not relies on skin color detection which is known to be sensitive to lighting 
condition, the face measurement and gesture recognition was robust enough in such an 
environment. HRP-2 was also able to draw a portrait by extracting the face of the user from 
cluttered background. Our demonstration was successfully carried-out for two weeks 
without problems. 

7. Conclusion 
The HRP-2 is a speech-oriented humanoid robot system which realizes natural multi-modal 
interaction between human and robot. This system has a vision and a speech dialogue 
system to communicate with visitors. The voice interface that has two aspects was 
implemented on the HRP-2 to realize flexible interactions with users. One is the spoken 
dialogue routine based on a continuous speech recognition technology with a large 
vocabulary dictionary, and the other is a non-stationary noise recognition system. We also 
implemented the face measurement function in order for the humanoid to realize �“eye 
contact�” with the user. In addition, the pointing gesture recognition function was 
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implemented based on depth-map generation. By integrating speech information and 
gesture information, HRP-2 can recognize questions that include a demonstrative pronoun. 
The feasibility of the system was demonstrated at EXPO 2005. Some issues and demands 
have been gradually clarified by the demonstration and the experiment. 
 

 
Fig. 13. Demonstration in the Aichi EXPO 2005 

The future work in vision and speech involve several aspects. Since the current system 
doesn�’t fully make use of the microphone array, there is a room for improvement in this 
regard. For example, the realization of Blind Source Separation (BSS) using multiple 
microphones will enable dialogue with multiple users simultaneously. The strengthening of 
noise robustness and improvements of the dialogue system will be also necessary. The 
improvement of the number of the recognizable gestures is also an important issue for a 
more natural interaction. 
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1. Introduction     
Many service robotic systems have been developed in order to improve care costs and the 
quality of the elderly people in the aging population [L. Nagi et al., 2002; Vogl, M.et al., 
2005]. Our Human- Assistance Robotic System Project (HARSP) project has been developing 
a network distributed Human-Assistance Robotic System since 2000 [S. Jia et al., 2002, 2004, 
2005]. We developed a hardware base, key technologies and implemented several Common 
Object Request Broker Architecture (CORBA) application servers to provide some basic 
services to aid the aged or disabled. Localization and obstacle recognition in indoor 
environments for mobile robots are main topics in order to navigate a mobile robot to 
perform a service task at facilities or at home. Many efforts have been made to solve this 
problem using sensors such as cameras and laser ranger scanners [A. Davision, 2003; W. 
Shen et al., 2005; H. Surmann et al., 2003]. In our previously developed system, the indoor 
Global Positioning System (iGPS) has been developed to localize a mobile robot [Y. Hada et 
al., 2004]. Recently, some research has used radio frequency identification (RFID) technology 
for indoor mobile robot localization as the information written in ID tags can be easily read 
out by an RFID reader. Kulyukin et al. used RFID to localize a mobile robot within a coarse 
position and decided the next movement based on the information written in ID tags [V. 
Kulyukin et al., 2004]. Kim et al. developed an RFID system including three orthogonal 
antenna, which determines the direction and distance of a tag by comparing the signal 
strength in each direction [M. Kim et al., 2004; W. Lin et al., 2004]. In this paper, a novel 
method is proposed for indoor environmental obstacle recognition and localization of a 
mobile robot by using an RFID system with a stereo camera as it is inexpensive, flexible and 
easy to use in the practical environment. As the information (such as type, colour, shape or 
size of the obstacles) can be written in ID tags in advance, the proposed method enables easy 
and quick obstacle recognition. The proposed method is also helpful to improve dynamic 
obstacle recognition (such as a chair or person) and occlusion problems that are very 
difficult to solve. This is because the communication between the ID reader and ID tags uses 
RF, and the information written in ID tags can be simultaneously read by an RFID reader. 
RF is not so stable, so determining the accurate position of obstacle objects is difficult. In 
order to localize the ID tags accurately, the Bayes rule was introduced to calculate the 
probability where the ID tag exists after the tag reader detects a tag. Then the stereo camera 
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starts to process the Region Of Interest (ROI) determined by the results of the Bayes rule. As 
the proposed method does not need to process all input images, and some information 
about environment was obtained from the ID tag, this decreases the image processing 
computation, and enables us to detect the obstacles easily and quickly. Research on RFID 
technology integrating stereo vision to localize an indoor mobile robot has also been 
performed. This paper introduces the architecture of the proposed method and gives some 
experimental results. 
The rest of the paper consists of seven sections. Section 2 describes the structure of the 
hardware of the developed system. Section 3 presents the localization of ID tags using RFID 
system.  Section 4 introduces the proposed method of obstacle localization and detection, 
Section 5 details obstacle avoidance with RFID technology and stereo vision. Section 6 
explains the principle of the developed indoor mobile robot localization method. The 
experimental results are given in Section 7. Section 8 concludes the paper. 

2. System description 

 
Fig. 1. The structure of developed mobile robot platform.  

In the previously developed system, an omnidirectional mobile robot was used to perform 
service tasks. Owing to the specific structure of its wheel arrangement, it is difficult for a 
mobile robot to pass over a bump or enter a room where there is a threshold. Another 
important point is to lower costs and decrease the number of motors so that the battery can 
supply enough electricity for a mobile robot to run for a longer time. Figure 1 illustrates the 
developed mobile robot platform. In our new system, we developed a non-holonomic 
mobile robot that was remodeled from a commercially available manual cart. The structure 
of the front wheels was changed with a lever balance structure to make the mobile robot 
move smoothly and the motors were fixed to the two front wheels. It has low cost and can 
easily pass over a bump or gap between the floor and rooms. We selected the Maxon EC 
motor and a digital server amplifier 4-Q-EC 50/5 which can be controlled via RS-232C. For 
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the controller of the mobile robot, a PC104 CPU module (PCM-3350 Geode GX1-300 based) 
is used, on which RT-Linux is running. For communication between the mobile robot and 
the mobile robot control server running on the host computer, a wireless LAN (PCMCIA-
WLI-L111) is used. 
The Kenwood series was used in the developed system. The tag reader S1500/00 
communicates with tags via 2.45-GHz radio waves. Figure 2 illustrates the specification of 
RFID system. Since there is a communication area between the ID tag and tag reader (the 
communication between the mobile robot controller and tag reader is via RS-232C), if the ID 
tag comes into the communication area while mobile robot moves to a close to the ID tag, 
the ID tag can be detected and the information written in it can simultaneously be read by 
the tag reader mounted on the mobile robot. When the working domain of the mobile robot 
is changed or extended, what needs to be done is just putting the new ID tags in a new 
environment and registering these ID tags to the database. It is also helpful to improve 
dynamic obstacle recognition (such as a chair or person). 

 
Fig. 2. The specifications of KENWOOD RFID system. 

The Bumblebee (Point Grey Research) stereo camera and MDCS2 (Videre Design) camera 
are usually used in the robotics field. In our system, we selected the Bumblebee to integrate 
RFID technology to localize the service mobile robot. The Bumblebee two-camera stereo 
vision system provides a balance between three dimensional (3-D) data quality, processing 
speed, size and price. The camera is ideal for applications such as people tracking, mobile 
robotics and other computer vision applications. It has a resolution of 640 x 480 or 1024 x 768 
(640 x 480 at 30 FPS or 1024 x 768 at 15 FPS). The size of the camera is approximately 160 x 
40 x 50 mm and the weight is about 375 g. It has features such as: two 1/3-inch progressive 
scan CCDs to provide significantly better light collection and signal-to-noise ratio; high-
speed IEEE-1394 digital communication allowing powering of the camera and camera 
control through a single cable; and accurate precalibration for lens distortions and camera 
misalignments and automatic intercamera synchronization, useful for acquiring 3-D data 
from multiple points of view. A notebook computer (Intel Pentium 3M 1.00 GHz, memory 
SDRAM 512, Windows XP Professional) was used to process images. Figure 3 illustrates the 
specifications of Bumblebee stereo camera, and Figure 4 shows the connection of developed 
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robot system. Tag reader communicated with PC 104 robot controller via RS-232C, and 
Bumblebee stereo camera was connected with a note PC via IEEE1394 bus.   
 

 
Fig. 3. The specification of Bumblebee stereo camera. 

 
Fig. 4.  Connection of the developed mobile robot system. 
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3. Localization of ID tag using RFID system 
3.1 RFID probability model 
Obstacle recognition; specially, dynamic obstacle recognition such as chair or human person 
is a difficult problem. For human being, it is easy to avoid the obstacles such as chairs, tables 
to perform a task, but for mobile robot, it is very difficult. We proposed the method of 
indoor environmental obstacle recognition for mobile robot using RFID. Because the 
information of obstacle such as size, color can be written in ID tags in advance, so the 
proposed method enables the obstacle recognition easily and quickly. By considering the 
probabilistic uncertainty of RFID, the proposed method introduces Bayes rule to calculate 
probability where the obstacle exists when the RFID reader detects a ID tag. In our research, 
for the obstacle objects like chairs and tables, we attached the ID tags on them, and the 
system can detect them when the mobile robot moves the place where ID tags enters the 
communication range of RFID reader. Simultaneously, the data written in the ID tags can 
also be read out. But localizing accurately the position of obstacle objects is difficult just 
using RFID because the antenna directivity of RFID system is not so good. We introduce 
Bayes rule to calculate probability where the ID tag exists after the tag reader detects a tag 
[E. Shang et al., 2005]. 
Bayes�’ theorem relates the conditional and marginal probabilities of two events E and O, 
where O has a non-vanishing probability. 

          
In our method, O is phenomenon of the reception of the signal by the tag reader, E is 
phenomenon of the existence of the obstacle (ID tag), Pt(E|O) is the conditional probability 
the tag exists after t times update, P(O|E) is sensor probability model of RFID, and Pt 1(E) is 
the prior or marginal probability after the tag exists t-1 times update. To determine the 
model for RFID antennas, we attached an RFID tag to a fixed position, and the mobile robot 
moves in different paths. We repeated this for different distances and counted for every 
point in a discrete gird the frequency of detections of ID tags. In order to overcome the 
multipath effect of electric wave, we set ID tags detection buffer for saving latest 10 times 
detecting results. �”1�” means the ID tag was detected, �”0�” means the ID tag was not detected. 
If the results of 9 times are �”1�”, we think the ID tag can be detected with 0.9 probability. 
Additionally, we use the recursive Bayesian to calculate probability where the ID tag exists, 
which can improve multipath effect. According to the experimental results, we can get the 
data distribution shown in Figure 5. The points means the RFID tag can be detected (0.9 
probability). According to this result, we can simplify the RFID sensor model shown in 
Figure 6. The likelihood of the major detection range for each antenna is 0.9 in this area. The 
likelihood for the other range is setup as 0.5. 
When the user commands a mobile robot to perform a service task, the mobile robot starts to 
move in the office, or at home. In order to enable a mobile robot to finish a task 
autonomously, it is necessary for mobile robot to have perfomance to detect the obstacles in 
indoor environment and avoid them. Many researchers used many sensors to solve this 
problem. In our system, we proposed the method using RFID and stereo vision to recognize 
the obstacle. RFID reader system was mounted on the mobile robot platform. When the 
mobile robot starts to move for performing a task, RFID reader system was started 
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simultaneously to detect the ID tags arround the mobile robot. There are communication 
area for different RFID system.  The Kenwood series used in the developed system has 
communication range about 4x1.8m2. When the mobile robot moves to place close to ID tags, 
the ID tag can be detected and the information written in ID tag can also be read out 
simultaneously. When RFID system detected a obstacle ID tag, a map 4×4m2 (cell size 
4×4cm2, the public precision in the field of robot navigation) will generated. Figure 7 
illustrates the initial probability map after the RFID reader detected a obstacle with ID tag. 
In order to know the obstacle is on the left or on the right of mobile robot, and narrow the 
area where the obsatcle with ID tag exists, the mobile robot moves along the detection  
 

 
Fig. 5. The data distribution of the RFID. 
 

  
Fig. 6.  Simplified sensor model for antenna.   
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trajectory. Because the relative offset between ID tag and antenna affects on the P(O|E), the 
posterior Pt(E|O) is different when the robot changes its relative position. Whenever the 
reader mounted on the robot detects a ID tag after robot was changing its relative position, 
the posterior Pt(E|O) of each cell of map is updated according to recursive Bayesian 
equation  and using sensor model (Figure 6), and a new probability map was generated. The 
cell center position of the maximum probability in the latest map after mobile robot finishes 
its detection trajectory is considered as the position of obstacle with ID tags. Figure 8 
illustrates the detection trajectory when the RFID detects a obstacle with ID tag. We have 
done some experimental results for different angle of curve of detection trajectory, and  = 
30  was best. 

 
Fig. 7. Probability map of mobile robot. 

  
Fig. 8. Detection trajectory for localizing ID tag. 
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3.2 Simulation and experimental results of obstacle detection using RFID 
When the ID tag reader detects a obstacle ID tag, system will generate a 4×4m2 map, and do 
cell splitting. The cell size is 4×4cm2, which is regarded as the accepted precision in 
navigation research fields. Mobile robot moves alone a trajectory and updates the 
probability of each cell at a constant time stamp, then we can calculate the cell which has 
maximum probability. Figure 9 shows some simulation results and Figure 10 shows some 
experimental results. According to the results shown in Figure 9 and Figure 10, we can 
localize the RFID tag within the area about 0.1m2 for simulation results, for experimental 
results, it is about 0.26m2. So, the error of experiment results of localization of mobile robot 
is bigger than the results of simulation. This is because that the communication between ID 
Reader and ID Tags uses Radio Frequency, Radio Frequency is not so stable, and the sensor 
model is not so accurate. In order to improve the accuracy of localization of obstacles just 
using RFID tag, we will use stereo camera to recognize the obstacle objects further according 
to the information of obstacle written in ID tags. 

 
Fig. 9. Simulation results of localizing ID tag using Bayes rule. 

 
Fig. 10. Experimental results of localizing ID tag using Bayes rule. 



Development of Localization Method of Mobile Robot with RFID Technology and Stereo Vision 

 

147 

4. Obstacle localization using RFID and stereo camera 
Bayes rule was introduced to calculate the maximum probability where the obstacle exists, 
but the precision is not enough for navigating a mobile robot. Thus, we use the results of the 
Bayes rule to determine the ROI that stereo vision needs to process in order to get the 
posture of the obstacles much more precisely. For obstacles such as chairs, we developed the 
processing algorithm as follows: 
 Open the stereo camera to grab images. 
 Set up the configuration of the camera. 
 Preprocess the images taken by the stereo camera.  
 Do RGB�–HSV conversion, morphologic operation and labeling processing according to 

the information about the obstacle written in the ID tag for the ROI of the input image 
obtained by the Bayes rule. 

 Calculate the position (x, y) and orientation ( ) of the obstacle according to the results of 
the imaging process 

 Get the depth of the obstacle by the information of the depth image obtained from 
stereo vision. 

Human detection is indispensable when the mobile robot performs a service task in an 
indoor environment (office, facilities or at home). Detection of the human body is more 
complicated than for objects as the human body is highly articulated. Many methods for 
human detection have been developed. Papageorgiou and Poggio [C. Papageorgiou et al., 
2000] use Haar-based representation combined with a polynomial support vector machine. 
The other leading method uses a parts-based approach [P. Felzenszwalb et al., 2005]. Our 
approach first uses the Bayes rule to calculate the probability where the human exists when 
the RFID reader detects a human with the ID tag, then the stereo camera starts to perform 
image processing for the ROI determined by Bayes rule results. The depth information of 
the ROI from the depth image can be obtained from stereo vision and the histogram of 
pixels taken for the same distance of the obstacles was built: 

 
 

Here, Pobstacle is the number of pixels for the m obstacle having the same depth in the image. 
W is the width variable of object, h is the height variable of the object. For each Pobstacle, the 
values of pixel aspect ratio are calculated by image processing, and then the most fitting 
value to the human model was selected as candidate of human body. Because the human 
part from shoulder to face is easy to be recognized and is insensitive to the variations in 
environment or illumination, we make the second order model of human. We calculate the 
vertical direction projection histogram and horizontal direction projection histogram. The 
top point of vertical direction projection histogram can be thought the top of head. The 
maximum point in vertical axis around the top of head was thought as the width of head. 
According to the human body morphology, the 2.5 to 3 times height of the width of head 
can be thought the height of human from face to shoulder. Figure 11, 12, 13 shows one 
sample of second order model of human. 
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Fig. 11. Vertical direction projection histogram. 

 
Fig. 12. Horizontal direction projection histogram. 

 
Fig. 13. The second order model of human. 

For the obstacle having the same aspect ratio with human body, we introduce Hu moments 
invariants as feature parameters to recognize second order human body model further. Hu 
moment invariants are recognition method of visual patterns and characters independent of 
position, size and orientation. Hu moment defined the two-dimensional (p+q)th order 
moments in discrete can be defined  as following equation. 
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Here, p, q=0, 1, 2....   
The central moments mµpq are defined as 

 
Here, x =m10/m00, y =m01/m00. 
It is well known that under the translation of coordinates, the central moments do not 
change. The (p+q)th order central moments for image f(i, j) can be express as: 

 
Here, r= (p+q+2)/2, p+q>2. For the second and third order moments, we can induce six 
absolute orthogonal invariants and one skew orthogonal invariant. Using these seven 
invariants moments can accomplish pattern identification not only independently of 
position, size and orientation but also independently parallel projection. Using this method 
first learned a number of patterns for human and chair, then calculated the seven invariants 
moments. According to the results, the seven invariants moments of human are almost the 
same in spite of the position of human in image changing, and the seven invariants 
moments of chair is different from that of human (Figure 14). The average value of seven 
invariants moments of a number of patterns for human was used as character parameters 
for human recognition. For the new input ROI image, first calculate the seven invariants 
moments of the obstacle, then get the Euclid distance by the equation  

 
Here, Xih is the seven invariants moments of human calculated in advance, and Xoi is the seven 
invariants moments of the obstacle. If di <Li is satisfied, the obstacle is recognized as human. 

 
Fig. 14. Hu seven invariants moments of human. 
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5. Obstacle avoidance 
The Obstacle Avoidance Module calculates the avoidance area and route for the mobile 
robot to avoid the obstacle after the obstacle has been detected. After the tag reader detects 
the ID tag and localizes the obstacle using the Bayes rule, the mobile robot will determine 
how to avoid this obstacle. Figure 15(a) shows the flowchart of obstacle avoidance 
algorithm. Figure 15(b) shows the real obstacle-avoiding route that was calculated. First, the 
mobile robot will determine the avoidance area (R) to judge if the mobile robot can directly 
pass obstacle. The avoidance route will be generated for the mobile robot by the Obstacle 
Avoidance Module if the mobile robot cannot pass directly: 

 

 
Fig. 15. Flowchart and route of obstacle avoidance. 

where r is the radius of the circumscribed circle of the obstacle and rerr is the error of the 
position of the detected obstacle. 

6. Robot localization using RFID and stereo camera 
The Robot Localization Module localizes the mobile robot when the tag reader detects the 
ID tags of localization. We propose the localization method for an indoor mobile robot using 
RFID technology combining stereo vision. First, the RFID reader detects the ID tags and 
judges whether they are localization tags or not. If ID tags for localization are detected, then 
the system starts the stereo camera system to recognize the ID tags, and calculates the pose 
of the mobile robot according to the information written in the tags and the results of image 
processing. The Bumblebee camera was used and was connected with a notebook computer, 
and the image processing calculation was run on a notebook computer. The results of 
information about the position and orientation of the mobile robot were sent to the mobile 
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robot controller and the mobile robot controller sends the commands to adjust the pose of 
the mobile robot to return its desired position to finish a task.  

 
Fig. 16. Flowchart of localization of the mobile robot. 

6.1 Landmark recognition  
Landmark Recognition Module is used to take the images of the environment when the ID 
tags for localization are detected, perform image processing and localize the ID tags. 
Landmark recognition [K. E. Bekris., 2004] for localization of a mobile robot is a popular 
method. The image processing computation of the usual landmark recognition methods is 
enormous because the vision system needs to recognize all kinds of landmarks in real-time 
while the mobile robot moves. As the system can get tag information of the environment 
such as their world coordinates when the RFID detects a tag, the proposed method of the 
localization method of a mobile robot just does image processing after the RFID system 
detects ID tags for localization. It is helpful to decrease the image processing computation 
and to improve dynamic obstacle recognition (e.g., a person or chair). Figure 16 illustrates 
the flowchart of localization of the mobile robot. The image processing of recognizing the ID 
tags for localization includes: 
 Open the stereo camera to grab images. 
 Set up the configuration of the camera. 
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 Preprocess the images taken by the stereo camera. 
 Perform RGB binary processing, exclude noise, perform template matching with 

threshold. 
 Get the coordinates of the ID localization tags of the left and right images. 
 Perform stereo processing to get the world coordinates of the ID tags. 
 Calculate  and  (see Fig. 17) in order to determine the position and orientation of the 

mobile robot. 

6.2 Determining the posture of the robot  
Determining the Posture of the Robot Module is used to calculate the position and 
orientation of the mobile robot using the information of the Landmark Recognition Module 
and the information written in the ID tags. Figure 17 illustrates the principle of the proposed 
method of localization of the mobile robot. Four ID localization tags are used as one set and 
 

 
Fig. 17. Principle of localization of the mobile robot. 

are affixed in the environment. Since the ID tag�’s absolute coordinates are written in them in 
advance, the RFID reader can read out their information simultaneously when it detects 
tags.  and  can be determined by the Landmarks Recognition Module, the position (x, y) 
and orientation ( ) of the mobile robot can be calculated by 
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where Wpath is the width of the passage, L is the distance between tag 1 and tag 2 or tag 3 
and tag 4, R1 is the radius of circle 1 and R2 is the radius of circle 2.  is the angle between 
the center of the camera to tag 1 and the center of the camera to tag 2.  is the angle between 
the center of the camera to tag 3 and the center of the camera to tag 4.  is the angle between 
the orientation of the camera and the centerof the camera to tag 1.                                             

6.3 Path planning 
A Path Planning is necessary and improtant issue for calculating the optimal route for the 
mobile robot to move in order to perform a service task autonomously in indoor 
environment. Many reseachers give their effrot on path planning for mobile robot to finish a 
task costly and efficiently. In our research, we also proposed method of path planning for 
our mobile robot system. As we know, each ID localization tag has a unique ID, so each ID 
localization node (consisting of four ID localization tags; the center of the four ID 
localization tags is defined as the position of the ID localization node) can indicate an 
absolute position in the environment. All the nodes make up a topologic map of the indoor 
environment in which the mobile robot moves. For example, if the mobile robot moves from 
START point A to GOAL point F, the moving path can be described with the node tree 
shown in Fig. 18. The system searched the shortest path between the START and GOAL 
node (e.g., the shortest path between A and F is A B  C D F) by tracing the branches 
between them.  
In order to navigate a mobile robot in an indoor environment, building a map is a big 
problem. Generally, there are two kinds of map, one is  geometric approaches, and the 
second is topological map which can be thought of as robot-centric, or representations in 
sensor space. In our system, the topological map based on RFID and vision for the mobile 
robot was developed. For building a topological map, we use a 6-bit decimal numbe to 
represent the connectivity of ID localization nodes and the relative direction angles between 
every two adjacent ID nodes.  

 
Fig. 18. Movement path and its description with nodes. 
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7. Experimental results 
The experiment of obstacle detection was performed by the proposed method using RFID 
technology and stereo vision. ID tags were affixed to the obstacles of the environment. 
When the mobile robot mounted on the RFID reader moves close to the chair, the tag reader 
can detect the ID tags. When the mobile robot detected an obstacle using the RFID system, 
the area of the obstacle existing in high possibility was determined using Bayes rule together 
with the information about the obstacle written in the ID tag. Then the ROI value of the 
image to be processed can also be determined. Figure 19(a) shows one sample of the 
distortion revision of the input image from stereo camera. Figure 19(b) shows the depth 
image for the input image from the stereo camera. Figure 19 illustrates one sample of image 
processing for a ROI image to recognize the obstacle (chair). We have done some 
experiments for comparison of the processing image time using the proposed method. The 
experiments were done by image processing from taking raw images (640×480), doing HSV 
conversion, morphologic operation, and labelling processing. For the common method, the 
average processing image time was about 295ms, and that of the proposed method was 
about 125ms. 

 
Fig. 19. Obstacle recognition experimental results using the proposed system. 

Human detection experiments were also performed in our laboratory. Figure 20 illustrates 
the results of detecting a human body using the proposed algorithm. Figure 20(a) is the 
input image with distortion revision from the stereo camera and Figure 20(b) is the depth 
image. We used the Bayes rule to calculate the probability to narrow the human location 
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and then determined the ROI value (Figure 20(c)). Figure 20(d) is the histogram built 
according to the depth image. Comparing the human pixel aspect ratio in the image, we can 
successfully detect the centre of gravity of the human as shown in Fig. 20(g).  
 

 
Fig. 20. Human detection experiment: (a) input image, (b) depth image, (c) ROI image after 
narrowing the human using Bayes rule, (d) histogram, (e) binary image, (f) image with 
human pixel aspect ratio detected and (g) resulting image with the centroid detected. 

The obstacle avoidance experiments have been performed in an indoor environment. When 
the position of the obstacle was localized, the avoidance area and route were determined for 
the mobile robot to avoid it. Figure 21 shows the experimental results of the mobile robot 
avoiding the obstacle (chair) using the proposed method of integrating RFID and stereo 
vision. Figure 21(a�–e) shows the obstacle on the right of the mobile robot and Figure 21(k�–o) 
shows the obstacle on the left of the mobile robot. Figure 21(f�–j) shows that the mobile robot 
was not disturbed by the obstacle and the mobile robot did not need to change its 
movement route. According to the experimental results of Figure 21, we know that the 
proposed method can detect an obstacle and enable an indoor mobile robot to avoid the 
obstacle (chair) successfully in different cases.  
We proposed a localization method of an indoor mobile robot using RFID combining stereo 
vision to decrease the image processing computation and improve dynamic obstacle 
recognition (such as a person or chair). When the RFID system detects ID tags for 
localization of a mobile robot, the stereo camera will start to recognize the ID localization 
tags as landmarks. Then the position and orientation of the mobile robot can be calculated 
according to the information written in the ID tags. This experiment of localization of mobile 
robot was performed in a passage (width: 233 cm) in our corridor of our lab, and the tags 
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were fixed on the wall at 117 cm intervals. The mobile robot moved from a random position 
and orientation and, after localization, it can move back to the centreline of the passage. The 
average error of localization of the mobile robot is about 8.5 cm. Figure 22 illustrates some 
experimental results of localization of an indoor mobile robot. According to the 
experimental results, we know the proposed method of localization for mobile robot using 
RFID and stereo vision was effective. 
 

 
Fig. 21. Obstacle avoidance experimental results using the proposed system.     
   

 
Fig. 22. Experiments of localization of a mobile robot. 
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8. Conclusion 
This paper presents the proposed method of obstacle recognition and localization of a 
mobile robot with RFID technology and stereo vision. We developed hardware and software 
such as the Obstacle Detecting Module, Obstacle Avoidance Module, Robot Localization 
Module, Landmark Recognition Module, Determine the Posture of Robot Module, Path 
Planning Module and Communication Module. In order to improve the accuracy of 
localizing the ID tags, Bayes rule was introduced to calculate the probability where the ID 
tag exists after the tag reader detects a tag. Experiments with RFID technology integrating 
stereo vision for obstacle detection and localization of an indoor mobile robot have been 
performed. As the system can obtain tag information of the environment such as obstacle 
and the world coordinates when the RFID detects a tag, the proposed method is helpful to 
decrease the image processing computation, and improve dynamic obstacles recognition 
(such as a person or chair) and occlusion problem. The experimental results verified that the 
proposed method was effective. The main topic for future work will be performing home 
service tasks by using the proposed method to aid the aged or disabled. 
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1. Introduction    
Humanoid robots are becoming like human and imitating human behaviour (HONDA 
ASIMO)(NAGARA-3). They usually have cameras (Onishi et al., 2005), and then we 
consider that eyes for the humanoid robot have to be �“Humanoid Vision�” (Mitsugami et al., 
2004).  
Humanoid Vision is the vision system which is focused on human actions of the robot, and 
emulation of human beings. We considered that the human beings is optimized for human 
frameworks, thus the Humanoid Vision will be the best vision system for humanoid robots 
which has human like. We used a humanoid robot �“YAMATO�” which is installed two 
cameras on his eyes. 
We analyzed the human action of tracking an object by the eyes and head. Then, based on 
this analysis, we made a model for the humanoid robot, and we implemented the obtained 
features which are tracking actions of the human. 
From implementation results, the actions of the humanoid robot became natural motion 
such like the human beings, and we show the effectiveness of the Humanoid Vision. 

2. Humanoid vision 
2.1 Introduction of YAMATO 
Humanoid robot �“YAMATO�” is shown in Fig.1 to implement the humanoid vision. Its 
height is 117cm, and it has 6 DOF on the arms, and 9 DOF on the head. Table 1 shows the 
detail of DOF on the arm and the head (Mitsugami et al., 2004). It can act various 
expressions with all 21 DOF. 
The humanoid robot has twelve SH2 processors and one SH4 processor. Twelve SH2 
processors control motors, and one SH4 processor is main control unit. We can control the 
robot by a PC through the RS-232C. Then we send the angle of each joint to make him 
posture or motion. 
Magellan Pro is used in the lower body. It has sixteen sonar sensors, sixteen IR sensors and 
sixteen tactile sensors. Its size is 40.6 cm in diameter and 25.4 cm in height. Linux is installed 
on it. It can move forward and backward, and traverse. 
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Fig. 1. Humanoid robot �“YAMATO�” 

Part Degree of 
Freedom 

Shoulder 3 
Elbow 2 Arm 
Hand 1 
Eye 3 

Neck 4 Head 
Mouth 2 

Table 1. Title of table, left justified 

3. Analysis of eye and head movement 
3.1 Camera setting 
First, we analyzed how to move eyes and head to track an object. Fig. 2 shows overview of 
our camera system setting. In this, we used two screens. The moving marker was projected 
by a projector on a screen (screen1). Another screen (screen2) was used to observe the head 
movement. 
Fig. 3 shows a camera which can take only eyes movement even if his/her face moves. We 
call this camera as �“Eye coordinate camera�”. This camera system consists of a small camera 
and a laser pointer which are mounted on a helmet. A laser points on screen2 surface. We 
can observe the head coordinate by using this screen as shown in Fig. 4. Lines on this screen 
are written every 10 degrees from center of screen. We took the movement of laser by using 
another camera. We call this camera as �“Head coordinate camera�”. 
Fig. 5 shows the moving marker that is presented for subjects. This is projected on the 
screen1. To capture human movement, moving marker was moved left or right after stop for 
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several seconds. Its movement speed was 20, 30 and 40deg/s, and its movement range was 
set from +60 degrees to �–60 degrees. 
 

5.0m 1.0m 0.5m

Screen 1 Screen 2

Subject

(to project the moving marker) (to analyze head 
movement)

Laser
Eye coordinate camera

Head coordinate camera
Marker

 
Fig. 2. Experimental setting 

        
Fig. 3. Eye coordinate camera system ( range is from +60 degrees to -60 degrees.) 

 
Fig. 4. Screen2 (to analyze head movement) 
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Fig. 5. Example of moving marker images 

3.2 Analysis of eye and head movement 
Fig. 6 shows images that were taken from the head coordinate camera. White point of 
images is a point which is illuminated by the laser. From these images, we can measure that 
the laser pointer is moved on the screen 2. Fig. 7 shows images that are taken from the eye 
coordinate camera as Fig. 3. The face doesn�’t move in these images, and these images obtain 
only changes of eyes and background. Each image as shown in Fig. 6 is corresponding to 
images as shown in Fig. 7. 
We analyzed that how to track an object from these images. Facial movement was analyzed 
a position that the laser illuminates on the screen2. Eyes movement was analyzed center of 
the right iris. Eyes movement is assumed that both eyes are same movement. In this 
analysis, we extracted only x-coordinate of left and right movement. X-coordinate is head 
angle or eye angle. 
 

 
Fig. 6. Head coordinate images 
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Fig. 7. Eye coordinate images 

4. Consideration of eye and head movement 
Fig. 8 shows a graph that is observed 20deg/s of moving marker speed. Horizontal axis 
shows number of frames, and vertical axis shows the head�’s and eye�’s x-coordinate in each 
frame. Each coordinate of frame 0 is defined as baseline. If values are smaller than the value 
of frame 0, it shows that the subject is moved his face to the right. If values are rather than 0, 
it shows that he moved his face to the left. In this graph, line of the head is changed after eye 
is moved. This shows that the moving marker is tracked by using only head after tracking 
by using only eyes. When the moving marker returned to center, it was tracked by using 
only eyes again. The moving marker was tracked by using head after eyes returned. From 
these results, as the moving marker speed was slow, we understood that eyes were used 
preferentially and tracked it. This velocity is understood that smooth pursuit eye movement 
is possible. 
Fig. 9 shows a graph that is observed 30deg/s of moving marker speed. First, the eyes move 
to some extent, and next the head started to move. This movement shows that the moving 
marker was tracked by using the head. In this time, the eyes were holding on the left. When 
the moving marker returned to the center (after frame 50), eyes moved slightly faster than 
head. In the graph, eye is used preferentially to track. From these results, some features are 
given corresponding to the moving marker speed. 
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Fig. 8. Movement graph of experiment  20deg/s 

 

 
 

Fig. 9. Movement graph of experiment  30deg/s 

Fig. 10 shows a graph that is observed 40deg/s of moving marker speed. In this graph, the 
eyes move to some extent, and after the head started to move. Between frame 0 and frame 
35, change of graphs is similar to Fig. 8 and 9. This shows that the moving marker is tracked 
by using only head after tracking by using only eyes. But when the moving marker returned 
to center (after frame 35), head and eye values are changed at the same time. It shows the 
human uses both face and eyes to track an object (Nakano et al., 1999). Change of eye 
movement is smooth because of he used both face and eyes to track an object. From this 
result, smooth pursuit eye movement is possible at 40deg/s (Sera, & Sengoku, 2002) (Tabata 
et al., 2005). 
As the above results, two kind of features of 20~30 deg/s and 30~40 deg/s were obtained. 
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Fig. 10. Movement graph of experiment  40deg/s 

5. Making of object tracking model 
We made a model based on features obtained by analysis of eye and head movement. This 
model is shown in Fig. 11. We implemented the humanoid vision with this model to the 
humanoid robot YAMATO. In conditions, there is an object in the center of the image, and 
smooth pursuit eye movement is possible. YAMATO detects an object and determines its 
speed. In the feature of 20~30deg/s, eyes are used first to track an object, and head is used to 
do it. When an object is returned, eyes are used again. In the feature of 30~40deg/s, eyes are 
used first to track an object, and head is used to do it. When an object is returned, eyes and 
head are used to track it in the same time. 
 

Detect the 
object 

speed i

Select the feature 
of 

20~30 deg/s

Execute movement

Select the feature 
of 

30~40 deg/s

Execute movement

i < 30deg/s

30deg/s < i

 
Fig. 11. Implementation model 
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6. Implementation to the robot 
We implemented a model introducing at the previous section. We used a red ball as the 
target object. A ball was moved sideways, constant speed, and 60 degrees to the left. We 
repeated it. The distance from YAMATO to a ball was around 1m. Fig. 12 shows a scene of 
an experiment. 
Fig. 13 shows images of movement that YAMATO expressed features of 20~30deg/s. In 
these images, YAMATO moved his eyes in the first. After he finishes moving his eyes, then 
head is moved. When a ball was returned to the front, the head and eyes were moved in the 
sideway.  
Fig. 14 shows images of movement that YAMATO expressed features of 30~40deg/s. In 
these images, YAMATO moved eyes and head. These results show that YAMATO expresses 
the implementation model.  
 

 
 

Fig. 12. A scene of an experiment 

 

 
 
Fig. 13. Expression of 20~30deg/s 
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Fig. 14 Expression of 30~40deg/s 

7. Conclusion 
In this research, we considered that �“the humanoid robot has to have humanoid functions�”, 
and eyes for humanoid robot have to be �“Humanoid Vision�”. Therefore, we analyzed the 
human action of tracking an object by the eyes and implemented the obtained features to a 
humanoid robot �“YAMATO�”. From implementation results, we showed the effectiveness of 
humanoid vision. Our future works are analysis of longitudinal movement and complicated 
movements to movement of a robot. 
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1. Introduction 
The methods of computed tomography �– X-ray computed tomography, magnetic resonance 
imaging, single-photon emission computed tomography, positron emission tomography, 
ultrasonic reflectivity tomography and others (Webb, 1998) are now widely used in the 
practice of medical imaging and their importance increasingly grows. These methods allow 
the real time reproduction and visual analysis of the inner spatial structure of tissue on the 
display, which on whole helps increase the quality of diagnostics. However, in the context 
of problems to be resolved in oncology, the efficiency of currently available commercial 
tomography methods remains relatively low. One of the reasons is the lack of methods that 
would allow reliable differentiation between malignant and benign tumors on reconstructed 
tomograms. The recent clinical studies (Boas et al., 2001; Gibson et al., 2005) show that 
rapidly developing diffuse optical tomography (DOT) is very likely to help out. DOT is 
unique in its ability to separately reconstruct the spatial distributions of optical parameters 
(absorption and scattering coefficients) which helps visualize the spatial pattern of blood 
volume and oxygen saturation. As a result, it becomes possible to differentiate and spatially 
localize such phenomena as cancerous tissue vascularisation and angiogenesis and hence 
detect cancer in the early stage of its development. 
DOT implies that tissue is probed by near-infrared radiation from the so-called therapeutic 
window (700-900 nm) where absorption by tissue is minimal. Position dependent 
measurements are taken, i.e. near-infrared light from an array of sources is observed with an 
array of receivers. Then an inverse problem, i.e. the tomographic reconstruction problem is 
solved to infer the spatially localized optical properties of tissue. The main problem of DOT 
is the low spatial resolution because of the multiple scattering of photons that do not have 
regular trajectories and are distributed in the entire volume V being probed. As a result, 
each volume element significantly contributes to the detected signal. The basic equation of 
DOT is written as 

 
(1) 



 Computer Vision 

 

170 

where g(rs ,rd ) is the optical projection measured for source position rs and receiver position 
rd (usually the relative signal disturbance due to optical inhomogeneities), f (r) is the sought 
function of optical inhomogeneity distribution (later on the object function), and W(r,rs ,rd ) is 
a weight function which provides for the contribution of each volume element to the signal 
formed between the points rs and rd . Equation (1) and hence the inverse problem of DOT are 
strongly nonlinear because of the nonlinear dependence of photon flux on optical 
parameters. The local linearization of the inverse problem is performed, as a rule, by using 
multistep reconstruction algorithms (Arridge, 1999; Yodh & Chance, 1995) based on the 
variational formulation of the equation that describes the radiation transport model. A 
classical example of these algorithms is the Newton-Raphson algorithm with the Levenberg-
Marquardt iterative procedure (Arridge, 1999). The multistep algorithms allow gaining 
relatively high spatial resolution (0.3~0.5 cm) for diffusion tomograms, but they are not as 
fast as required for real time diagnostics. The reason is that the forward problem of DOT, i.e. 
the problem of radiation propagation through tissue is solved numerically many times and 
at each step of linearization it is necessary to adjust the matrix of the system of algebraic 
equations that describe the discrete reconstruction model. 
As shown in our earlier papers (Kalintsev et al., 2005; Konovalov et al., 2003; 2006b; 2007a; 
2007b; Lyubimov et al., 2002; 2003), there exists a unique opportunity to make the 
reconstruction procedure much faster by changing over in equation (1) from volume 
integration to integration along an effective trajectory from source to receiver. The photon 
average trajectory method (PAT method) we have developed finds such a trajectory using a 
probabilistic interpretation of light energy transfer by photons from source to receiver. The 
method introduces the density of the conditional probability P[r,  (rs ,0)  (rd ,t)] that a 
photon migrating from a space-time source point (rs ,0) to a space-time receiver point (rd ,t) 
reaches a point r V at time  (0   t) . The effective trajectory is a photon average 
trajectory (PAT) described by the mass center of the spatial distribution P over a time t . If 
we deal with absorbing inhomogeneities, then in the approximation of perturbation theory 
by Born or Rytov, integral (1) can be written as the fundamental equation of the PAT 
method (Kravtsenyuk & Lyubimov, 2000; Lyubimov et al., 2002; 2003) 

 
(2) 

where L is the PAT from the source point rs to the receiver point rd , l is distance along the 
PAT, and v(l) is a factor meaning the inverse relative velocity of the mass center of the 
distribution P along the PAT. The volume integral in the braces is the sought object function 
f (r) averaged over the spatial distribution of the photons that contribute to the signal 
recorded at time t . If denote the averaging operator by < > , we can write (2) in a more 
compact form as 

 
(3) 

Equation (3) is an analog of the Radon transform and can be inverted for the function  
< f (r) > with the fast algorithms of projection tomography. 
It is well known (Kak & Slanay, 1988; Herman, 1980) that there are two different approaches 
to the solution of type (3) integral equations. The first is based on their analytical solution 
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and the use of the resulted inversion formulas for finding the object function in discrete 
points of space. The second consists in the representation of the integral equation as a 
system of linear algebraic equations which is solved for the set of unknowns that define the 
discrete values of the object function. Replacing volume integral (1) by trajectory integral (3) 
in both the approaches makes it possible to change over from multistep to single-step 
reconstruction. For the first approach this means that the integral formulas for inverting 
equation (3) are linear and no linearization steps are needed. For the second approach the 
single-step reconstruction means that the system of algebraic equations describing the 
discrete model is only once inverted and the matrix needs no adjustment. 
In our previous papers we provided some examples of 2D reconstruction from data 
simulated for the time-domain measurement technique to show that the PAT method can be 
implemented with integral algorithms (Konovalov et al., 2003; 2007b; Lyubimov et al., 2003) 
as well as with algebraic ones (Konovalov et al., 2006b; 2007a; Lyubimov et al., 2002). 
Compared with the multistep algorithms, the former give a terrific gain (a factor of about 
100) in calculation time, but are too inaccurate in the reconstruction of optical 
inhomogeneities near the boundaries of the study object. This is since the implementation of 
the integral inversion formulas has to be done through a linear (or rough piecewise-linear) 
approximation of PATs that really bend near boundaries because of avalanche photon 
migration outside the object. The algebraic algorithms are not so fast, but successfully treat 
the bended trajectories partly compensating for this shortcoming. However on the whole 
one must admit that the integral and algebraic algorithms inverting equation (3) are severely 
behind the multistep algorithms in accuracy because they reproduce the function < f (r) > , 
i.e., reconstruct the tomograms that are a priori blurred due to averaging. In fact the 
singlestep reconstruction helps localize an inhomogeneity, but it cannot say anything about 
its size and shape. In order to compensate for blurring and get useful information for the 
successful structure analysis and proper diagnosis in the end, the reconstructed tomograms 
must be subject to posprocessing. 
This chapter describes two methods of postprocessing that are complementary and used 
successively one after another. The first implies iterative restoration with the use of the 
spatially variant blurring model by Nagy et al. (2004) which is described by a system of 
linear algebraic equations, whose matrix contains information on blurring in different 
regions of the image being restored. The system is inverted using iterative algorithms which 
solve systems with very sparse matrices. The method was developed for restoring aerospace 
photographs and we adapted it to diffuse optical images (Konovalov et al., 2007b) as well as 
to X-ray radiograms taken in X-pinch rays (Konovalov et al., 2006c). Section 2 of this chapter 
gives a detailed description of the method and gives examples on the restoration of model 
diffusion tomograms reconstructed with the PAT method. It is shown that space-varying 
restoration helps significantly clear the blurring and offset inhomogeneity shape distortions 
present on blurred tomograms. Unfortunately, the method is incapable of the accurate 
restoration of step functions and inhomogeneities defined by constant values of optical 
parameters are still reproduced with blurred boundaries. The second phase of 
postprocessing implies the use of nonlinear color interpretation methods (Mogilenskikh, 
2000) developed at the Russian Federal Nuclear Center �– Zababakhin Institute of Applied 
Physics for the purpose of getting more informative images of hydrodynamic plasma 
objects. The methods are based on the generation of nonlinear analytical and statistical 
functions of correspondence (hereafter correspondence function �– CF) between image 
intensity and color space. They are described in Section 3 of this chapter. Nonlinear CFs are 
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applied to restored tomograms to segment and identify inhomogeneity boundaries. It is 
shown that in case of simple model objects (absorbing macro-inhomogeneities in a 
homogeneous scattering medium) it is possible to find a combination of nonlinear CFs 
which allows the boundaries of inhomogeneities to be reconstructed completely. Section 4 
formulates basic inferences and outlines further research to improve the methods of 
diffusion tomogram postprocessing. 

2. Space-varying restoration of diffusion tomograms 
2.1 Validation of linear spatially variant blurring model 
In the theory of linear systems and transforms (Papoulis, 1968) the image blurring caused by 
systematic errors of a visualization system is described with a model of a linear filter. Such a 
model is successfully used in projection tomography for estimating the accuracy of the 
spatial structure reproduction (Konovalov et al., 2006a; Very & Bracewell, 1979). It 
introduces into consideration a point spread function (PSF) that is defined as the image of an 
infinitesimally small point object and specifies how points in the image are distorted. A 
diffuse optical tomograph in general is not a linear filter because of the absence of regular 
rectilinear trajectories of photons. However, the PAT method that we use for reconstruction 
possesses a number of features which in our opinion warrant the application of a model of a 
linear filter in the given particular case of DOT. These features are as follows: 
a. Our concept proposes the conditional PATs to be used for reconstruction as regular 

trajectories. 
b. The PATs are close to straight lines inside the object and bend only near its boundaries. 
c. The algorithms where all operations and transformations are linear are used for 

reconstruction. 
Therefore, the PSF at the first order approximation may be assumed for describing the 
blurring due to reconstruction. 
Let us consider at once the variance of the PSF against spatial shift. The time integral of the 
function P[r,  (rs ,0)  (rd ,t)] for each  describes instantaneous distribution of diffuse 
photon trajectories. At time moment  = t this distribution forms a zone of the most probable 
trajectories of photons migrated from (rs ,0) to (rd ,t) . This zone is shaped as a banana 
(Lyubimov et al., 2002; Volkonskii et al., 1999) with vertices at the points of source and 
receiver localizations on the boundary of the scattering object. The effective width of this 
zone estimates the theoretical spatial resolution and is described by the standard rootmean-
square deviation of photon position from the PAT as follows 

 
(4) 

where R(  ) is a radius-vector describing the PAT. According to equation (4), as the object 
boundary is approached, the theoretical resolution tends to zero. In the center, the resolution 
is worst and depends on the object size. Thus, the resolution and, therefore, the PSF 
describing the PAT tomogram blurring are strongly variant against the spatial shift. It 
means that the spatially variant blurring model may exclusively be assumed for restoration 
of the PAT tomograms. 
The generic spatially variant blurring would require a point source at every pixel location to 
fully describe the blurring operation. Since it is impossible to do this, even for small images, 
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some approximations should be made. There are several approaches to the restoration of 
images degraded by the spatially variant blurring. One of them is based on a geometrical 
coordinate transformation (Sawchuk, 1974) and uses coordinate distortions or known 
symmetries to transform the spatially variant PSF into one that is spatially invariant. After 
applying a spatially invariant restoration method, the inverse coordinate distortion is used 
to obtain the result. This approach does not satisfy us because the coordinate transformation 
functions need to be known explicitly. Another approach considered, for example, in (Fish 
et al., 1996), is based on the assumption that the blurring is approximately spatially 
invariant in small regions of the image domain. Each region is restored using its own 
spatially invariant PSF, and the results are then sewn together to obtain the restored image. 
This approach is laborious and also gives the blocking artifacts at the region boundaries. To 
restore the PAT tomograms, we use the blurring model recently developed by Nagy et. al. 
(2004). According to it the blurred image is partitioned into many regions with the spatially 
invariant PSFs. However, rather than deblurring the individual regions locally and then 
sewing the individual results together, this method interpolates the individual PSFs, and 
restores the image globally. It is clear that the accuracy of such method depends on the 
number of regions into which the image domain is partitioned. The partitioning where the 
size of one region tends to a spatial resolution seems to be sufficient for obtaining a 
restoration result of good quality. 

2.2 Description of blurring model 
Let f be a vector representing the unknown true image of the object function f (r) and let < f 
> be a vector representing the reconstructed image < f (r) > blurred due to averaging. The 
spatially variant blurring model of Nagy et al. (2004) is described by a system of linear 
algebraic equations 

 (5) 

where A is a large ill-conditioned matrix that models the blurring operator (blurring 
matrix). If the image is partitioned into m regions, the matrix A has the following structure 

 
(6) 

where Aj is a matrix that contains information on the spatially invariant PSF assigned to the 
 j -th region of the image and Dj is a diagonal matrix satisfying the condition 

 
(7) 

where I is the identity matrix. The piecewise constant interpolation implemented implies 
that the i-th diagonal entry of Dj is one if the i -th pixel is in the j-th region, and zero 
otherwise. The matrix Aj is uniquely determined by a single column aj that contains all of the 
non-zero values in Aj . This vector aj is obtained from the invariant PSF PSFj corresponding 
to the j -th region as follows 

 (8) 
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where the operator vec( ) transforms matrices into vectors by stacking the columns. 
 

 
Fig. 1. Standard boundary conditions: (a) zero, (b) periodic, (c) reflexive ( fc is obtained by 
the transposition of columns f , fr by the transposition of rows f , frc by the transposition of 
rows and columns) 

The blurring matrix A accounts for a priori information on the extrapolation of the restored 
image beyond its boundaries, i.e. boundary conditions. This is necessary to compensate for 
near-boundary artifacts caused by Gibbs effect. The blurring model implements three type 
of �“standard�” boundary conditions: zero, periodic and reflexive. The zero boundary 
conditions correspond to image extension by zeros (Figure 1(a)). The periodic boundary 
conditions assume that the image is periodically repeated (extended) in all directions 
(Figure 1(b)). Finally, the reflexive boundary conditions mean that the image is specularly 
(i.e., normally) reflected at the boundary (Figure 1(c)). The matrix Aj is banded block 
Toeplitz matrix with banded Toeplitz blocks (Kamm & Nagy, 1998) if the zero boundary 
conditions are used, or the banded block circulant matrix with banded circulant blocks 
(Andrews & Hunt, 1977) for the periodic boundary conditions, or the sum of banded block 
Toeplitz matrix with banded Toeplitz blocks and the banded block Hankel matrix with 
banded Hankel blocks (Ng et al., 1999) for the reflexive boundary conditions. The �“banding�” 
of matrix Aj means that the matrix-vector multiplication product DjA jz , where z is any 
vector defined into the image domain, depends on the values of z in the j -th region, as well 
as on values in other regions within the width of the borders of the j -th region. The matrix-
vector multiplication procedure is implemented by means of the 2D discrete fast Fourier 
transform and is fully described in (Nagy & O�’Leary, 1997). Note that the standard 
boundary conditions may give the bandpass artifacts, if the image contains complex 
structures adjoining to the boundary. In this case a special approach to image extrapolation 
is needed (Konovalov et al., 2006c). 
To simulate the invariant PSF corresponding to an individual region, first of all we must 
choose a characteristic point and specify a point inhomogeneity in it. It is advisable to 
choose the center of the region for location of the point inhomogeneity. Then we must 
perform two steps as follows: 
a. Simulate optical projections from the point inhomogeneity. 
b. Reconstruct the tomogram with PSF by the PAT method. 
The optical projections from the point inhomogeneity are simulated via the numerical 
solution of the time-dependent diffusion equation with the use of the finite element method 
(FEM). To guarantee against inaccuracy of calculations, we optimize the finite element mesh 
so that it is strongly compressed in the vicinity of the point inhomogeneity location. For 
FEM calculations the point inhomogeneity is assigned by three equal values into the nodes 
of the little triangle on the center of the compressed vicinity. The example of the mesh for 
the circular scattering object 6.8 cm in diameter is given in Figure 2. 
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Fig. 2. High-resolution finite element mesh with the compressed vicinity 

 
Fig. 3. The 5×5 array of the invariant PSFs corresponding to individual regions of the image 
domain 
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Fig. 4. The step sequences describing the restoration algorithms 

Figure 3 presents the array of the invariant PSFs calculated for the case of image partitioning 
into 5×5 regions. 

2.3 Restoration algorithms 
After constructing the blurring matrix A , an acceptable algorithm should be chosen to solve 
system (5) for unknown vector x. Because of the large dimensions of the linear system, 
iterative algorithms are typically used to compute approximations of f. They include a 
variety of least-squares algorithms (Bjorck, 1996), the steepest descent algorithms (Kaufman, 
1993), the expectation-maximization algorithms (Bertero & Boccacci, 1998), and many others. 
Since non of the iterative algorithm is optimal for all image restoration problems, the study 
of iterative algorithms is an important area of research. In present paper we consider the 
conjugate gradient algorithm CGLS (Bjorck, 1996) and the steepest descent algorithm 
MRNSD (Kaufman, 1993). These algorithms represent two different approaches: a Krylov 
subspace method applied to the normal equations and a simple descent scheme with 
enforcing a nonnegativity constraint on solution. The step sequences describing the 
algorithms are given in Figure 4. The operator  denotes a Euclidian norm, the function 
diag( ) produces the diagonal matrix containing the initial vector. 
Both CGLS and MRNSD are easy to implement and converge faster than, for example, the 
expectation-maximization algorithms. Both the algorithms exhibit a semi-convergence 
behavior with respect to the relative error fk  f /  f , where fk is the approximation of f at 
the k -th iteration. It means that, as the iterative process goes on, the relative error begins to 
decrease and, after some optimal iteration, begins to rise. By stopping the iteration when the 
error is low, we obtain a good regularized approximation of the solution. Thus, the iteration 
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number plays the role of the regularization parameter. This is very important for us, as the 
matrix A is severely ill-conditioned and regularization must be necessarily incorporated. To 
estimate the optimal iteration number, we use the following blurring residual that measures 
the image quality change after beginning the restoration process: 

 (9) 

Like the relative error, the blurring residual has a minimum that corresponds to the optimal 
iteration number. Note that we do not know the true image (vector f) in clinical applications 
of DOT. However, using criterion k  min , it is possible to calibrate the algorithms in 
relation to the optimal iteration number via experiments (including numerical experiments) 
with phantoms. In general many different practical cases of optical inhomogeneities can be 
considered for calibration. In clinical explorations, the particular case is chosen from a priori 
information, which the blurred tomograms contain after reconstruction. Further, 
regularization can be enforced in a variety of other ways, including Tikhonov (Groetsch, 
1984), iteration truncation (Hanson & O�’Leary, 1993), as well as mixed approaches. 
Preconditioned iterative regularization by truncating the iterations is an effective approach 
to accelerate the rate of convergence (Nagy et al., 2004). In general, preconditioning amounts 
to finding a nonsingular matrix C , such that C  A and such that C can be easily inverted. 
The iterative method is then applied to preconditioned system 

 (10) 

The appearance of matrix C is defined by the regularization parameter  < 1 that 
characterizes a step size at each iteration. In this paper we consider two methods for 
calculating : generalized cross validation (GCV) method (Hanson & O�’Leary, 1993) and 
method based on criterion of blurring residual minimum. In the first case we assume that a 
solution computed on a reduced set of data points should give a good estimate of missing 
points. The GCV method finds a function of  that measures the errors in these estimates. 
The minimum of this GCV function corresponds to the optimal regularization parameter. In 
the second case we calculate blurring residual (9) for different numbers of iterations and 
different discrete values of , taken with the step . The minimum of blurring residual 
corresponds to optimal number of iterations and the optimal regularization parameter. 
The main reason of choosing MRNSD for PAT tomogram restoration is that this algorithm 
enforces a nonnegativity constraint on the solution approximation at each iteration. Such 
enforcing produces much more accurate approximate solutions in many practical cases of 
nonnegative true image (Kaufman, 1993). In DOT (for example, optical mammotomography), 
when the tumor structure is detected, one can expect that the disturbances of optical 
parameters are not randomly inhomogeneous functions, but they are smooth or step 
nonnegative ones standing out against a close-to-zero background and forming the 
macroinhomogeneity images. Indeed, the typical values of the absorption coefficient are 
between 0.04 and 0.07 cm-1 for healthy breast tissue, and between 0.07 and 0.1 cm-1 for breast 
tumor (Yates et al., 2005). Thus, we have the nonnegative true image f (r). This a priori 
information gives the right to apply constrained MRNSD and change negative values for 
zeros after applying unconstrained CGLS. 
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2.4 Restoration results 
To demonstrate the effect of blurring reduction on PAT-reconstructed tomograms, a 
numerical experiment was conducted, wherein circular and rectangular scattering objects 
with absorbing inhomogeneities were reconstructed from model optical projections and 
then restored. In this chapter we present processing results for five objects whose 
description and parameters are given in Table 1. To simulate the optical projections, we 
solved the timedependent diffusion equation with the instantaneous point source for 
photon density by the FEM. The signals of the receivers were found as photon fluxes on the 
object boundary. Each optical projection was calculated as logarithm of the non-perturbed 
signal determined for the homogeneous medium to the signal perturbed due to 
inhomogeneities. For all objects from Table 1 we used the measurement ratio 32×32 (32 
sources and 32 receivers). The circular objects were reconstructed by the backprojection 
algorithm with convolution filtering (Konovalov et al., 2003; 2007b; Lyubimov et al., 2003) 
and the rectangular ones with the modified multiplicative algebraic reconstruction 
technique (Konovalov et al., 2006b; 2007a). To restore the reconstructed tomograms, in all 
cases we partitioned the image domain into 5×5 regions and applied the reflexive boundary 
conditions. 
 

 
Table 1. Description and parameters of the model scattering objects: fobj, absorption 
coefficient of the object; f inh , absorption coefficient of the inhomogeneities; D , diffusion 
coefficient; n , refraction index; RIC, randomly inhomogeneous component 

Figure 5 shows results of restoration for the circular object with the inhomogeneity 1 cm 
inndiameter in comparison with its blurred tomogram. The results are presented as gray 
level images. The axes are graduated in centimeters and the palette scale is in inverse 
centimeters. The points on the images present the positions of the sources on the boundary 
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of the object. The circle on the left image shows the true boundary of the inhomogeneity. It 
is seen that restoration allows getting closer to its actual size. 
 

 
Fig. 5. Reconstruction and restoration results for the circular object with the inhomogeneity 
1 cm in diameter: blurred tomogram (left) and results of its restoration by CGLS and 
MRNSD (center and right) 

Figure 6 shows pseudo-3D plots representing the same results for the circular object with 
two inhomogeneities that form a periodic structure. Digits on the plots show the values of 
the modulation transfer coefficient estimated as the relative depth of the dish between two 
peaks. This figure demonstrates that restoration helps significantly increase the modulation 
transfer coefficient and hence the spatial resolution of tomograms. For all restorations 
presented in Figures 5 and 6 we used the unpreconditioned algorithms (CGLS and 
MRNSD). The optimal iteration number obtained by the criterion of blurring residual 
minimum is equal to 15 in the case of CGLS and to 9 in the case of MRNSD, respectively. 
 

 
Fig. 6. Reconstruction and restoration results for the circular object with two 
inhomogeneities 1 cm in diameter: blurred tomogram (left) and results of its restoration by 
CGLS and MRNSD (center and right) 

Figure 7 presents the restoration results obtained with the use of preconditioned MRNSD. 
The left image corresponds to the regularization parameter calculated by the GCV method ( 
 = 0.003 ). To obtain the central restoration, we used preconditioner with  = 0.1. This value 

of the regularization parameter was found by the criterion of blurring residual minimum. 
The right image in Figure 7 shows the result of restoration by unpreconditioned MRNSD for 
comparison. The optimal iteration number in the cases of preconditioned algorithm was 
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equal to 3. Thus, preconditioners allow the restoration procedure to be accelerated. But, as it 
follows from Figure 7, preconditioned algorithms distort the form of inhomogeneities being 
restored. We can conjecture that the image partitioning into 5×5 regions is not enough to 
obtain good quality of restoration by preconditioned algorithms. As we save computational 
time, in future the image partitioning number may be increased. 
 

 
Fig. 7. Comparison of the restoration results obtained with the use of preconditioned 
MRNSD (left and center) and unpreconditioned one (right) for the circular object with two 
inhomogeneities 1.4 cm in diameter 

Figure 8 demonstrates results obtained in the testing of unpreconditioned MRNSD for noise 
immunity. The left image shows the 20%-noised sinogram that is a gray level map of optical 
projection distributions over the index ranges of the source and the receiver. The sinogram 
abscissa is the receiver index and the sinogram ordinate is the source index. The palette scale 
is graduated in relative units. Despite the fact that the reconstructed tomogram (center) is 
strongly blurred, the restored image (right) has only low distortion in the shape of 
inhomogeneities. Thus, the restoration algorithm demonstrates good immunity to 
measurement noise. 
 

 
Fig. 8. 20%-noised sinogram (left), blurred tomogram (center) and restoration with 
unpreconditioned MRNSD (right) for the circular object with two inhomogeneities 1.4 cm in 
diameter 

Figure 9 compares the spatially variant model by Nagy and a spatially invariant model that 
is described by one PSF defined in the center of the tomogram domain. In the latter case the 
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centers of inhomogeneities are seen to be abnormally shifted from their true positions 
marked with crosses. 
 

 
Fig. 9. Restoration results for the circular object with two inhomogeneities 1.4 cm in 
diameter, obtained with spatially variant (left) and spatially invariant (right) blurring 
models 

Finally Figure 10 presents reconstruction and restoration results for the rectangular object 
with two inhomogeneities 1 cm in diameter (and without RIC). Here unpreconditioned 
MRNSD was applied. 
 

 
Fig. 10. Reconstruction and restoration results for the rectangular object with two 
inhomogeneities 1 cm in diameter: blurred tomogram (left) and the result of its MRNSD 
restoration (right) 

The results presented thus confirm that blurring of PAT tomograms can be reduced through 
iterative restoration. The spatially variant model helps adequately estimate the actual size of 
inhomogeneities, but as follows, for instance, from Figure 6, further processing is needed to 
reconstruct inhomogeneity boundaries and get reliable information on its shape because 
even after restoration inhomogeneity profiles have a �“gaussian�” form, being far from the 
ideal steps typical of true images. 

3. Segmentation with nonlinear CFs 
3.1 CF generation algorithms 
To segment restored diffusion tomograms, i.e. to reconstruct the boundary and shape of 
optical inhomogeneities, we use nonlinear color interpretation methods (Konovalov et al., 
2007; Mogilenskikh, 2000) based on the generation of nonlinear analytical and statistical 
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functions of correspondence between image intensities (values of the restored object 
function) and palette colors. A palette is an ordered set of colors from color space where 
each color is assigned a number. If the pallet is linear, then the set of its colors create a 
straight trajectory in color space. The curvilinear trajectory corresponds to the nonlinear 
palette. 
The analytical CFs imply the use of nonlinear color coordinate scales for attaining 
correspondence between intensity and color in a cell. Elementary functions and their 
algebraic combinations are used for this purpose. What particular combination is taken 
depends on the operator and a priori information contained in restored tomograms. 
The nonlinear statistical CFs are generated using statistical information on the distribution 
of colors of an initially chosen palette (as a rule, linear) over image cells. The algorithm we 
have implemented can be described in brief by the following steps. 
a. A linear CF is generated, i.e. a color G ( fkl ) from the linear palette chosen is assigned to 

image intensity fkl in a cell with indexes k and l . 
b. The number of cells cells

GN ( f kl ) of each color from the palette is calculated; then a weight 
vector, whose size is equal to the number of colors in the palette, is calculated as 

 
(11) 

where Ncol is the number of colors in the palette, Ncells is the total number of cells in the 
image and norm( ) is a normalization operator. 

c. The statistical CF is calculated from the collected statistics as a spline. We use the 
following simple spline: 

 (12) 

d. The nonlinear CF is generated by summing the statistical CF (12) and the initial linear CF. 
 

Our experience (Konovalov et al., 2007) suggests that combinations of nonlinear analytical 
and statistical CFs give best results in the context of the segmentation problem solution. 
Indeed, the use of the statistical CF is needed to ultimately get a step palette. And before 
that it is advisable to �“focus�” the boundary of the inhomogeneity, which is clearly 
�“gaussian�” after space-varying restoration, by applying a nonlinear smooth function. Also 
inhomogeneity images after restoration exhibit a large percentage of background (zero or 
almost zero) values and before applying the statistical CF it is advisable to somewhat �“level�” 
statistics with respect to background values and inhomogeneity intensities. 
Note that such a segmentation method based on the generation of nonlinear CFs compares 
favorably with the standard threshold filtration where some part of the image is rejected 
and replaced by a background value of the object function which may result in the loss of 
important details in the reproduction of randomly inhomogeneous structures. Nonlinear 
CFs are applied to all pixels in the image and if their parameters are well chosen, we 
manage not to lose, but effectively segment the informative details of the image. 

3.2 Examples of nonlinear CF application to restored tomograms 
For the analytical CF we tried power and exponential functions and found the latter to be 
more effective. An exponential function written as G( f ) = exp(B1 f ) + B2 was parametrized so 
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that the coefficients B1 and B2 were determined from the equality of volumes of the figures 
bounded by the object function f (x, y) before and after image transformation that consisted in 
the successive application of the analytical and statistical CFs. The statistical CF was 
automatically generated with the algorithms described in Section 3.1. For the purpose of 
parametrization we had to state and solve the problem of minimizing the difference between 
figure volumes. Since image transformation on the whole does not have the analytical 
representation, the optimal parameters were found with a simple direct search algorithm 
(Lagarias et al., 1998) that does not require the numerical or analytic calculation of gradients. 
 

 
Fig. 11. Examples of nonlinear CF application to the restored tomogram of the rectangular 
object with two inhomogeneities 1.0 cm in diameter 
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Figure 11 illustrates examples of nonlinear CF application to the restored tomogram of the 
rectangular object with two inhomogeneities 1.0 cm in diameter (see the right image of 
Figure 10). The left column of images shows the effects of the analytical CFs (top down): the 
power function G( f ) = f 2 , the power function G( f ) = f , the exponential function G( f ) = 
exp( f ) and the parametrized exponential function G( f ) = exp(B1 f ) + B2 . The right column 
demonstrates what was obtained after applying statistical CFs. Image intensities are 
normalized. It follows from Figure 11 that for �“simple" models (absorbing macro-
inhomogeneities in a homogeneous scattering medium), it is possible to obtain such a 
combination of nonlinear CFs that allows the true structure of inhomogeneities to be 
reconstructed almost completely. Indeed, if apply subtraction to the lowest right image of 
Figure 11 and the normalized true image of the inhomogeneities, we obtain the three-tone 
pattern shown in Figure 12 (coincidence is in grey and difference is in black and white). 
 

 
Fig. 12. The three-tone pattern characterizing how the result of postprocessing agrees with 
the true image 

Figure 13 shows an object defined on a finite element mesh, which models a randomly 
inhomogeneous medium with macro-inhomogeneities and Figure 14 demonstrates results of 
its reconstruction (upper left), restoration (upper right) and nonlinear postprocessing (lower 
left and right). 
 

 
Fig. 13. The rectangular object with two inhomogeneities 1.0 cm in diameter and RIC 
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Fig. 14. Reconstruction and postprocessing results for the object of Figure 13 

The lower left image resulted from the successive application of the parametrized 
exponential and statistical CFs to the restored tomogram and the lower right image was 
obtained after applying the statistical CF without preprocessing with analytical functions. It 
is seen that our segmentation method in the case of the complex model of Figure 13 give 
inhomogeneity shape distortions and artifacts (the upper structure on the lower left image) 
which may however be removed on the basis of a priori information contained in restored 
tomograms. The lower right image demonstrates an attempt to segment inhomogeneities 
with no use of analytical CFs. One must admit that the visual examination of reproduced 
results in this case is much more inconvenient. 
In conclusion we should note that the two-step postprocessing of one image on Intel PC 
with the 1.7-GHz Pentium 4 processor and 256-MB RAM in MATLAB takes less than 30 
seconds. The reconstruction of blurred tomograms takes to 5 seconds if integral algorithms 
are applied and to 30 seconds if iterative algebraic ones are used. The total time is thus 
below 1 minute. The comparative analysis of computational speed presented in (Lyubimov 
et al., 2002) suggests that the use of the well-known package TOAST (Temporal Optical 
Absorption and Scattering Tomography, Schweiger & Arridge, 2008) which implements the 
Newton-Raphson algorithm will make the time of restoration several times longer. It should 
also be noted that there are good prospects for making the postprocessing procedure yet 
faster by using not MATLAB, but a faster programming environment and optimizing the 
measurement ratio. Our investigation (Konovalov et al., 2007a) suggests that the number of 
sources can be reduced from 32 to 16 almost with no loss in reproduction quality. 

4. Conclusion 
In this chapter we have demonstrated the effective application of two-step postprocessing to 
the diffuse optical tomograms restored from model optical projections with the photon 
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average trajectory method. The first step involves iterative restoration with the spatially 
variant blurring model and the second is segmentation with nonlinear palettes and 
nonlinear functions of correspondence between image intensities and palette colors. The 
first step helps reduce blurring due to averaging over the spatial distribution of diffuse 
photons and get information on the actual size of reproduced inhomogeneities. The 
boundary and shape of inhomogeneities are segmented at the second step. It is shown that 
the true image can almost completely be reconstructed for simple model objects (circular 
absorbing macro-inhomogeneities in a homogeneous scattering medium). For complex 
models of randomly inhomogeneous media, the proposed method of postprocessing may 
give distortions and artifacts. Therefore of certain interest is further investigation into 
methods that would help optimize the algorithms of correspondence function generation 
and obtain images without artifacts. 
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1. Introduction  
In the project Autonomous City Explorer (ACE) a mobile robot should autonomously, 
efficiently and safely navigate in unstructured urban environments. From the biological 
aspect, the robot should not only plan its visual attention to acquire essential information 
about the unknown real world but also estimate the ego motion for the navigation based on 
vision with definitely fulfilled real-time capability.  To achieve this, a multi-camera system is 
developed, which contains a multi-focal multi-camera platform, the camera head, for 
attentional gaze control and two high-speed cameras mounted towards the grounds for 
accurate visual odometry in extreme terrain. 
How to apply the human visual attention selection model on a mobile robot has become an 
intensively investigated research field. An active vision system should autonomously plan 
the robot's view direction not only based on a specific task but also for stimulus-based 
exploration of unknown real-world environment to collect more information. Moreover, 
psychological experiments also show that the familiarity of the current context also strongly 
influences the human attention selection behavior. To solve this context-based attention 
selection problem, we propose a view direction planning strategy based on the information 
theory. This strategy combines top-down attention selection in 3D space and bottom-up 
attention selection on the basis of a 2D saliency map. In both spaces the information content 
increases are defined. The optimal view direction is chosen which results in a maximum 
information gain after a camera view direction change. The main contribution is that a 
concerted information-based scalar is inserted to evaluate the information gains in the both 
sides. Moreover, the robot behavior, the choice of attention selection mechanism, can be 
adaptive to the current context.  
In addition, we implemented the compute-intensive bottom-up attention on Graphics 
Processing Units (GPUs) using the Compute Unified Device Architecture (CUDA), which 
provides an excellent speed-up of the system, due to the highly parallelizable structure. 
Using 4 NVIDIA GeForce 8800 (GTX) graphics cards for the input images at a resolution of 
640 x 480, the computational cost is only 3.1ms with a frame rate of 313 fps. The saliency 
map generation on GPUs is approximately 8.5 times faster than the standard CPU 
implementations.  
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Angle-encoders on the wheels of the platform are normally used for the odometry. But if 
ACE moves on the ground which is not flat or has sands, it will slide. The encoders can not 
provide accurate information any more. Using a high-speed camera with 200 Hz, an 
elaborated concept for visual odometry based on optical flow is implemented. Utilizing 
Kalman Filter for data fusion, a distinctly local, low-latency approach that facilitates closed-
loop motion control and highly accurate dead reckoning is proposed. It helps ACE determine 
the relatively precise position and orientation. Image processing at high frequency can 
decrease the time delay of close-loop control and improve the system stability.   
The various vision-based modules enable an autonomous view direction planning as well as 
visual odometry in real time. The performance is experimentally evaluated.  

2. Overview of ACE and its high-speed vision system 
The ACE project (Lidoris et al., 2007) (see Fig. 2.1 left) envisions to develop a robot that will 
autonomously navigate in an unstructured urban environment and find its way through 
interaction with humans. This project combines the research fields of robot localization, 
navigation, human-robot interaction etc..  
Seen from the biological aspect, the visual information provided by the camera system on 
ACE is very essential for attention as well as navigation. Another prerequisite of the vision 
system is the image processing efficiency. The real-time requirement should be fulfilled 
during the robot locomotion. 
The vision system of ACE consists of a multi-focal stereo camera platform (Fig. 2.2 middle) 
for the interaction and attention and a high-speed camera (Fig. 2.2 right) for visual 
odometry. The camera platform comprises several vision sensors with independent motion 
control which strongly differ in fields of view and measurement accuracy. High-speed gaze 
shift capabilities and novel intelligent multi-focal gaze coordination concepts provide fast 
and optimal situational attention changes of the individual sensors. Thereby, large and 
complex dynamically changing environments are perceived flexibly and efficiently. The 
detailed description of the camera platform is in (Kühnlenz, 2006a; Kühnlenz, 2006b). 
Currently in our application, only the wide-angle stereo-camera is used to demonstrate the 
attentional saccade caused by the saliency in the environment. 
 

                  
Fig. 2.1. Autonomous City Explorer (ACE) (left), the camera platform (middle) and the high-
speed camera (right) 

Moreover, a dragonfly® express camera (Point Grey Research Inc.), fitted with a normal 
wide-angle lens, is mounted on the mobile platform, facing the ground. This camera can 
work at 200 fps with the resolution of 640x480 pixels and be applied for visual odometry.  
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3. Information-based visual attention of mobile robots 
3.1 Related work  
In the robotics domain a variety of approaches to the view direction planning of active 
vision systems has been already proposed. The most concepts are based on the predefined 
robot tasks and in a top-down way. Above all, robot self-localization using active vision is 
well studied. In (Davison, 1998) visual information is used for simultaneous localization and 
map-building for a robot operating in an unknown environment. Point features are used as 
visual landmarks. The active cameras can re-detect the previously seen features and adjust 
their maps. In (Pellkofer & Dickmanns, 2000) an approach to an optimal gaze control system 
for autonomous vehicles is proposed in which the perceptive situation and subjective 
situation besides the physical situation are also predicted and the viewing behavior is 
planned and optimized in advance. For gaze control of humanoid robot the basic idea of 
(Seara & Schmidt, 2005) is based on maximization of the predicted visual information 
content of a view situation. A task decision strategy is applied to the view direction selection 
for individual tasks. 
In the last few years, bottom-up saliency based attention selection models also become focus 
of robot view direction planning. A saliency map model was firstly proposed in (Itti et al., 
1998). In the saliency map model the salient positions in a static image are selected by low-
level features. The saliency map predicts the bottom-up based visual attention allocation. No 
high-level object recognition is required to drive a robot's attention, if bottom-up signals are 
also taken into account.  
By now, the top-down and the bottom-up attention selections are only combined in the 2D 
image-space. In (Ouerhani et al., 2005) a visual attention-based approach is proposed for 
robot navigation. The trajectory lengths of the salient scene locations are regarded as a 
criterion for a good environment landmark. In (Frintrop, 2006) a biologically motivated 
computational attention system VOCUS is introduced, which has two operation modes: the 
exploration mode based on strong contrasts and uniqueness of a feature and the search 
mode using previously learned information of a target object to bias the saliency 
computations with respect to the target. However, the task accomplishment is evaluated in 
the image space which can only contain the information which is currently located in the 
field of view, although the performance evaluation in robotics domain is usually executed in 
the task-space. 
Another key factor which has an influence on attention mechanism is the scene context. The 
context has already been used to facilitate object detection in the natural scenes by directing 
attention or eyes to diagnostic regions (Torralba & Sinha, 2001) and scene recognition (Im & 
Cho, 2006). In both cases the scene context is only statically observed. In (Remazeilles & 
Chaumette, 2006) vision-based navigation using environment representation is proposed. 
An image memory, a database of images acquired during a learning phase, is used to 
describe the path which the robot should follow. However, there is no dynamical context-
based behavior adaptation considered. 

3.2 Strategy overview  
The objective is to plan the robot view direction with visual information from the input 
image, considering the competition of the task-based top-down attention and the stimulus-
based bottom-up attention as well as behavior adaptation on the current context. Fig. 3.1 
illustrates the view direction planning strategy architecture. 
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Fig. 3.1. View direction planning strategy architecture 

We define the optimal view direction as the view direction with the estimated maximum 
information gain, calculated as the relative entropy/Kullback-Leibler (KL) divergence. 
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3.3 Information-based modeling of the top-down attention 
For the top-down attention we model the system state x  as 2D Gaussian distributions with 
the average value  and the covariance matrix xR  in the task-space. p and q are the prior 
and the predicted posterior probability density functions (pdf) with the continuous variable 
x  for specific tasks 
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3.4 Information-based modeling of the bottom-up attention 
Besides the task accomplishment, the robot should also have the ability to explore the world, 
acquire more information, update the knowledge and also react to the unexpected events in 
the environment. In order to achieve this, a bottom-up attention selection is integrated. Here 
we consider the static outliers as well as the temporal novelty in the image-space. 
For the static outliers we use the saliency map model proposed in (Itti et al., 1998). As 
known, human is much more attracted by salient objects than by their neighbourhood. The 
bottom-up saliency map is biology-inspired and can predict the position of the salient 
regions in a real-scene image. 
In Fig. 3.2 the saliency map model is visualized. Firstly, an input image is sub-sampled into 
a dyadic Gaussian pyramid in three channels (intensity, orientation for 0°, 45°, 90°, 135°, 
opponent colour in red/green and blue/yellow). Then a centre-surround difference is 
calculated for the images in the Gaussian pyramid. In this phase feature maps are generated 
in which the salient pixels with respect to their neighbourhood are highlighted. Using 
across-scale combinations the feature maps are combined and normalized into a conspicuity 
map in each channel. The saliency map is the linear combination of the conspicuity maps. 
The bright pixels are the salient and interesting pixels predicted by the saliency map model. 
For the temporal novelty we applied a similar Bayesian definition like (Itti &Baldi, 2005) for 
the information content of an image, but directly on the saliency map. The notion �“surprise�” 
is used here to indicate the unexpected events. Only the positions spatially salient and 
temporally surprising are taken to draw the robot's attention. Therefore, we build a surprise 
map on two consecutive saliency maps without camera movement to find the unexpected 
event. 
Firstly, as an example, the saliency maps of images at the resolution of 640 x 480 are rescaled 
into 40 x 30 pixels. Thus, each pixel represents the local saliency value of a 16 x 16 region. 
Secondly, we model the data D  received from the saliency map as Poisson 
distribution )),(( ii yxM . ),( ii yx  stands for the saliency value with 40,,1  ix  and 

30,,1  iy . Therefore, a prior probability distribution ),( iii yxp  can be defined as a 
Gamma probability density (Itti & Baldi, 2005) for the i-th pixel: 
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with the shape 0 , the inverse scale 0 , and )(  the Euler Gamma function. 
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Fig. 3.2. The saliency map computation model 

The posterior probability distribution )|),(( Dyxp ii  is obtained from the 2. saliency map 
with the new saliency value ),( ii yx . The parameters  and  are supposed to change 
into  and , while 

 
1    

and  ,    
 (8) 

Then, the surprise map with surprise value  is estimated as the KL-divergence as follows: 

 ))|,(),,((    ),( DyxpyxpKLyx iiiiiiii  (9) 

The predicted information gain is then quantified as the KL-divergence of the prior and the 
predicted estimated posterior probability distributions over all the interesting pixels in the 
surprise map. 
P and Q are the normalized prior and the predicted posterior probability mass functions 
(pmf) with discrete variables: the pixel indexes ii yx , . 
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with the surprise value  of the pixel )y,(x ii  and the weighting factor d  indicating the 
distance between the pixel )y,(x ii  and the image centre of the camera lens. 

3.5 Context-based combination of top-down and bottom-up attention selections 
There are two dominated arts of context recognition approach: the object-based context 
recognition and the gist-based context recognition. For the object-based context recognition 
the robot recognizes certain objects as the symbols of certain scenes and adapts its behaviour 
and tasks to this situation. On the other side, the gist-based context recognition provides the 
robot a rough idea about what kind of scene the robot is located. In the case that the robot 
has no previous knowledge about the situation, we consider here only the latter one and try 
to determine how familiar the current context is and how the robot should adapt its 
attention selection to this kind of context. 
Firstly, we consider the static environment as familiar environment for the robot and the 
dynamic environment as less familiar environment because of the moving objects causing 
change and danger. Therefore, we define the context familiarity using motion map 
histograms computed by three successive input images. 
Each normalized histogram of motion map can be regarded as a discrete distribution. 
Because the perception of human is expectation-based, we calculated the relative entropy s  
of the histograms of the two consecutive motion maps as the chaos degree of the context. A 
threshold S  should be experimentally specified and applied to determine the weighting 
factor )(s  (see Eq. 2). 

3.6 Experiments and results  
To evaluate the performance of our view direction planning strategy, the following 
experiments were conducted. Firstly, four different scenes are investigated to calculate the 
chaos degree threshold S . Then, experiments in a robot locomotion scenario are conducted, 
in an environment without surprising event as well as in an environment with a surprising 
event. 

3.6.1 Experiment setup  
The experiments are executed in a corridor using ACE (see Fig. 3.4). Four artificial 
landmarks are installed at the same height as the camera optical axis. 
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Fig. 3.4. Experiment scenario using ACE and four artificial landmarks 
The mobile platform moved straight forward. About every 0.5m a view direction planning is 
executed and an optimal view direction will be applied for the next 0.5m. We define the 
view direction  as the angle between the locomotion direction and the camera optical axis 
in the horizontal plane. At the start point (0, 1.25)m the camera has an initial view direction 
0° towards the locomotion direction. 

3.6.2 Context investigation  
Firstly, we specified the chaos degree threshold S . We gathered four different scenes, shown 
in Fig. 3.5, and calculated their chaos degrees s . 
 scene 1: a floor with no moving objects present (Fig. 3.5, column 1) 
 scene 2: a square with crowded people (Fig. 3.5, column 2) 
 scene 3: a floor with people suddenly appearing (Fig. 3.5, column 3) 
 scene 4: a street with a vehicle moving very fast (Fig. 3.5, column 4) 

The rows show the consecutive time steps k-2, k-1 and k at a frame rate of 30pfs. It is 
obvious that the context almost does not change in the first scene. Therefore, the chaos 
degree is very small, namely 0.0526. In comparison to the first scene, in the scene 4 the 
environment changes very much because of the vehicle movement. Hence, the chaos degree 
in this context is very large, namely 1.1761. For the second scene we have obtained a small 
chaos degree, namely 0.0473, because the context change is relatively small although there is 
motion. This context can be regarded as a familiar context, since no surprise exists. In the 
third scene the chaos degree is large, because a person appeared suddenly in the second 
image and therefore, the context change is relatively large. For the further experiments we 
will set S equal 1.0. 
 

 
Fig. 3.5. The context chaos degrees in four various scenes 
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3.6.3 Robot locomotion with and without surprising events  
Firstly, the robot moved in a static environment with a constantly low context chaos degree, 
accomplishing the self-localization task. The image sequence and the respective optimal 
view directions are shown in Fig. 3.6. If there is no surprising event in the environment, the 
camera directed its gaze direction to the task-relevant information -- the landmarks (row 1).  
 

 
Fig. 3.6. The image sequence and the respective camera view directions in an environment 
without surprising event (row 1) and with surprising event (row 2) 
Fig. 3.6 (row 2) also illustrates an image sequence with the optimal view directions during 
the locomotion in an environment with surprising event. Most of the time the environment 
was static with a low context chaos degree (see Fig. 3.5, column 1) and the robot planned its 
view direction based on the top-down model for the localization task. At the fifth step a 
person appeared suddenly. Because of the high context chaos degree caused by the 
surprising event at this moment (see Fig. 3.5, column 3) the camera planned its view 
direction based on bottom-up attention, tried to locate the surprising event in the 
environment and changed its view direction from 50° to 10°. 

4. GPU aided implementation of bottom-up attention 
4.1 Related work  
Because of the essential real-time capability of the bottom-up attention, various 
implementations are proposed. A real-time implementation of the saliency-based model of 
visual attention on a low power, one board, and highly parallel Single Instruction Multiple 
Data (SIMD) architecture called Protoeye is proposed in (Ouerhani et al., 2002) in 2002. The 
implemented attention process runs at a frequency of 14 fps at a resolution of 64 x 64 pixels. 
In 2005 another real-time implementation of a selective attention model is proposed (Won et 
al., 2005). In this model intensity features, edge features, red-green opponent features and 
blue-yellow opponent features are considered. Their model can perform within 280ms at 
Pentium-4 2.8GHz with 512MB RAM on an input image of 160 x 120 pixels. 
In the same year a distributed visual attention on a humanoid robot is proposed in (Ude et 
al., 2005). In this system five different modalities including colour, intensity, edges, stereo 
and motion are used. The attention processing is distributed on a computer cluster which 
contains eight PCs. 4 run Windows 2000, 3 Windows XP and 1 Linux. Five of the PCs are 
equipped with 2x2.2 GHz Intel Xeon processors, two with 2x2.8 GHz Intel Xeon processors, 
and one with 2 Opteron 250 processors. A frequency of 30 fps with input images with 320 x 
240 pixels is achieved. 
In 2006 a GPU based saliency map for high-fidelity selective rendering is proposed 
(Longhurst et al., 2006). This implementation is also based on the saliency map model 
proposed in (Itti et al., 1998). In this implementation a motion map and a depth map as well 
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as habituation are also integrated. However, they use a Sobel filter instead of the complex 
Gabor filter to produce the orientation maps. No iterative normalization is computed. For an 
input image at a resolution of 512 x 512 the saliency map generation takes about 34ms using 
NVIDIA 6600GT graphics card. No CUDA technology is used. 
The most comparable implementation to our implementation is proposed in (Peters & Itti, 
2007), because both of them use the same parameter values as those set in (Itti et al., 1998; 
Walther & Koch, 2006). For a 640 x 480 colour input image, running in a single-threaded on 
a GNU/Linux system (Fedora Core 6) with a 2.8GHz Intel Xeon processor, the CPU time 
required to generate a saliency map is 51.34ms at a precision of floating-point arithmetic and 
40.28ms at a precision of integer arithmetic. Computed on a cluster of 48 CPUs a 1.5-2 times 
better result is achieved. Currently, the fastest computation of saliency map is 37 fps using 
multi-threaded mode. 

4.2 Graphics processing unit (GPU)  
In the last few years, the programmable GPUs have become more and more popular. GPU is 
specialized for compute-intensive, highly parallel computation. Moreover, the CUDA, a new 
hardware and software architecture issued by NVIDIA in 2007, allows issuing and 
managing computations on the GPU as a data-parallel computing device without the need 
of mapping them in a graphics API (CUDA, 2007). It is the only C-language development 
environment for the GPU. 
The saliency map computation consists of compute intensive filtering in different scales, 
which is nevertheless highly parallelizable. For real-time application we implemented the 
computation of saliency map on GeForce 8800 (GTX) graphics cards of NVIDIA, which 
support the CUDA technology. The GeForce 8800 (GTX) consists of 16 multiprocessors 
which consists of 8 processors each. All the processors in the same multi-processor always 
execute the same instruction, but with different data. This concept enables a high-gradely 
parallel computation of a large amount of similar data. The multi-GPU performance is 
strongly dependent on an efficient usage of the thread-block concept and the different 
memories. 
A. Thread Batching 

Programming with CUDA, the GPU is called compute device. It contains a large amount of 
threads which can execute an instruction set on the device with different data in parallel. A 
function which is compiled to those instruction set is called kernel. In comparison with GPU, 
the main CPU is called host. The goal is to execute the data-parallel and compute-intensive 
portions of applications on the GPU instead of on the CPU. 
Fig. 4.1 shows the thread batching model of the GPU. For each kernel function the GPU is 
configured with a number of threads and blocks. The respective grid of a kernel consists of 
two dimensional blocks. Each block contains up to 512 threads. The input data are divided 
into the threads. All the threads in a grid execute the same kernel functions. With the thread 
index threadIdx and the block index blockIdx we know which data will be processed in which 
thread. With this structure an easy programming and a good scalability are realized. 
B. Memory 
The memory access is also a focus for an efficient programming on GPU. There are six 
different memories in GPU: 
 read-write per-thread registers 
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 read-write per-thread local memory 
 read-write per-block shared memory 
 read-write per-grid global memory 
 read-only per-grid constant memory 
 read-only per-grid texture memory 

 

 
Fig. 4.1. The thread batching model of GPU 
Above all, the shared memory and the texture memory are cached, while the read or write 
access in the not cached global memory always takes 400-600 clock cycles. Only the texture 
memory and the global memory can be used for a large amount of data. Moreover, the 
texture memory is optimized for 2D spatial locality and supports many operations such as 
interpolation, clamping, data type conversion etc.. However, the texture is read-only. The 
results must be saved in the global memory, which requires data copy between memories. 

4.3 Multi-GPU implementation details 
In Fig. 4.2 a data flow diagram of our GPU-implementation is illustrated. After an 
initialization, an input image is firstly converted into 32-Bit floating point such that a high 
accuracy and a high efficiency will be achieved in the following computation phases. The 
Gaussian dyadic pyramid is created in the shared memory together with the generation of 
intensity maps (I-maps), opponent red-green (RG-maps) and blue-yellow maps (BY-maps). 
We use the Gabor filter to calculate the Orientation-maps (O-maps). The Gabor filter kernel 
is firstly calculated in the CPU. To spare computational cost, the convolution of the 
subsampled images with Gabor filter in the space domain is displaced by the multiplication 
in the frequency domain using Fast Fourier Transform (FFT). Here we conducted a Cuda-
image which contains all the images to be filtered by the in the initialization transformed 
Gabor filter such that only one FFT and eight IFFT are needed for the convolution. The 
images should be assembled before the transformation and disassembled after the 
transformation in the texture memory. After that, 9 I-maps, 18 C-maps and 36 O-maps are 
generated. 
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Fig. 4.2. Data flow diagram for GPU-implementation of the saliency map computation 
Furthermore, to ease the center-surround differences and the cross-scale combinations, the 
available maps at different scales are rescaled into the same size. A point-to-point 
subtraction followed by an iterative normalization is calculated. On the resulting 42 feature 
maps a point-to-point addition and its following normalization are executed. One 
conspicuity map in each channel is obtained. At the end, a summation of the conspicuity 
maps into the saliency map is completed. The detailed description is as follows: 

A. Initialization 
Firstly, the GPU should be initialized. For the reason that the memory allocation in GPU 
takes very long, the memory is firstly allocated for different images such as the input 
images, the images in the Gaussian dyadic pyramids, the feature maps, the conspicuity 
maps, the rescaled feature and conspicuity maps at the same size as well as the final saliency 
map. 
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Since the filter kernel will not be changed during the saliency map computation, we also 
calculate the Gabor filter in the initialization phase in the CPU and then transform it into the 
frequency domain. The implementation of the Gabor filter and the FFT-transformation of 
the Gabor filter will be described in Section 4.3-E in detail. 
B. Data type conversion 
The input image has the resolution of 640 x 480 and three 8-bit channels, namely red, green 
and blue. The image data are copied from the CPU into the global memory of the GPU. 
Since the global memory is not cached, it is essential to follow the right access pattern to get 
maximum memory bandwidth. The data type must be such that sizeof(type) is equal to 4, 8, 
or 16 and the variables of type type must be aligned to sizeof(type) bytes (CUDA, 2007). If the 
alignment requirement is not fulfilled, the accesses to device memory are very costly. The 
image width fulfills the alignment requirement, while the data amount of each pixel is 3 x 8 
= 24 Bytes which does not fulfill the alignment requirement. Therefore, we must extend the 
pixel width with padding and insert an extra 8-bit channel (see Fig. 4.3). 
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Fig. 4.3. Image data padding 
After the padding we convert the image data type with uchar4 into float4 to achieve the high 
precision for the following computation using the implicit type conversion of the texture. 
C. Gaussian dyadic pyramid computation 
In (Walther & Koch, 2006) a 6 x 6 separable Gaussian kernel [1 5 10 10 5 1]/32 is used for the 
image size reduction. A two-dimensional convolution contains 6 x 6 = 36 multiplications for 
each output pixel, while a convolution with separable filters only requires 6 + 6 = 12 
multiplications for each output pixel. Therefore, we separate the Gaussian dyadic pyramid 
computation into two convolutions: one convolution in the horizontal direction to reduce 
the horizontal dimension, and one convolution in the vertical direction, respectively. 
Since each access in the uncached global memory takes 400-600 clock cycles, it is necessary 
to compute the convolutions in the faster texture memory or shared memory. Bounding the 
images to a texture requires the data copy between the global memory and the texture 
memory. Moreover, the data are only readable by kernels through texture fetching. It is 
more costly than loading the data into the shared memory and compute the convolution 
there. Therefore, the convolution is computed in the shared memory. 
For the convolution in the horizontal direction, the thread and block number are so specified 
that a block consists of as many threads as the number of the output image columns and a 
grid has as many blocks as the number of the output image rows. For example, for the 
subsampling from an input image at 640 x 480 into an output image at 320 x 480, each block 
has 320 threads, while each grid has 480 blocks. Each thread computes only one pixel in the 
output image. 
Attention must be paid to the threads synchronization, because the convolution in the 
thread n is dependent on the pixels loaded by thread n-1 and n+1. 
To deal with the convolution on the image border, we use [10 10 5 1]/26 on the left border 
and [1 5 10 10]/26 on the right border. 
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After that, a following subsampling in the vertical direction can be similarly solved. The 
input image at 640 x 480 is subsampled into 8 other scales: 320 x 240 (scale 1  ), 160 x 120 
( 2  ), ..., 2 x 1 ( 8  ). 

D. C-maps and I-maps computation 
In the saliency map computation the I-, RG- and BY-maps are required (Walther & Koch, 
2006). To make the computation more efficient, we integrate the computation of the I-maps 
and the C-maps into the Gaussian filter convolution in the vertical direction, because the 
image data are already in the shared memory after the convolution. Thus, we can spare the 
time for loading the data from the global memory. 
E. O-maps computation 
1) Gabor filter: To compute the O-maps in different scales, the Gabor filter truncated to 19 x 
19 pixels is used (Walther & Koch, 2006). The Gabor filter is formulated as follows: 

 )2cos()
2

exp(    ),,( 2

222 xyx
yxG  (13) 

With 

 )cos()sin(-       ),sin()cos(    yxyyxx  (14) 

(x, y) is the pixel coordinate in the Gabor filter. The parameter values of our implementation 
are according to (Walther & Koch, 2006). stands for the aspect ratio with the value 1, while 

 is the wavelength and has the value of 7 pixels. The standard deviation  is equal 7/3 

pixels, and }
2

,0{ .  stands for the orientation angles with }135,90,45,0{ . 

As defined in Eq. 14, a Gabor filter consists of a combination of a 2D Gaussian bell-shaped 
curve and a sine ( 2/    ) and cosine function ( 0    ). In each direction, the image 
should be filtered twice and summed as follows: 

 )(*)()(*)(    )( 2/0 GMGMM II  (15) 

with )(IM  the I-Maps at scale . 
2) FFT and IFFT: Since a convolution with the 19 x 19 Gabor filter is too costly, we use FFT 
and IFFT to accelerate this process significantly. The Gabor filter and the to be convoluted 
images should be converted into the frequency domain using FFT at first, and multiplied 
with each other. Then, the result is converted from the frequency domain into the space 
domain using IFFT. In doing this, the complexity sinks from )( 4n  (2D convolution) to 

)log( 2 nn  (2D FFT). 
As mentioned in 4.3-A, the FFT of the Gabor filter should be computed in the initialization, 
because it will never be modified in the saliency map generation. Using CUFFT library 
(CUDA CUFFT, 2007) we compute from the original Gabor filter eight FFTs with four 
different orientations and two different forms (sine and cosine). 
Due to the fact that the input image (640 x 480) and the subsampled image at scale 1 (320 x 
240) are not used for the following saliency map computation, 7 x 4 x 2 = 56 convolutions for 
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the O-maps are needed (7 scales, 4 orientations and 2 forms). We assembly the images in 7 
scales together into an Cuda-image (see Fig. 4.5, left) such that just 1 FFT and 8 IFFTs instead 
of 7 FFT and 56 IFFTs are computed. For an input image with 640 x 480 pixels, an image 
with 256 x 256 is big enough to have all the images into itself. 
Using the texture a modus named �“clamp-to-border�” is supported, which makes the image 
copy very simple. If a pixel outside the texture border is accessed, this pixel has the same 
color as the border. Therefore, instead of copying the pixel from (0, 0) to (n-1, n-1), we copy 
the pixel from (-9, -9) to (n+8, n+8) of an image with n x n pixels. In doing this we get the 
border extension for the convolutions. 
Before we compute the FFT of the Gabor filter, we should resize the Gabor filter kernel (19 x 
19) into the same size as the to be convoluted image (256 x 256), because the convolution 
using FFT only can be applied on the input data of the same size (Podlozhnyuk, 2007). The 
expansion of the Gabor filter kernel to the image size should be executed as shown in Fig. 
4.5 right: cyclically shift the original filter kernel such that the kernel center is at (0, 0). 
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Fig. 4.5. The image (left) and the filter kernel (right) prepared for FFT 
In the center-surround differences, 6 feature maps in the intensity channel, 12 feature maps 
in the color channel and 24 feature maps in the orientation channel are computed between 
the selected fine scale maps and the coarse maps. To execute this subtraction, the images 
should be enlarged or reduced into the same size and then a point-by-point subtraction is 
accomplished. We reduce the images at scale 2 and 3 into scale 4 and enlarge the images at 
scale 5, 6, 7, 8 also into scale 4. At the end all the images are at scale 4 and have 40 x 30 
pixels. For those enlargements and reductions we use the texture concept again by bounding 
them to the textures.  
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Fig. 4.6. The image lists configuration 
Since the images are rescaled into 40 x 30 pixel at this step, we construct three lists to make 
the computation as parallelly as possible. Fig. 4.6 shows the configuration of the lists. Each 
list contains 6 x 7 = 42 images with different scale number (but in the same size 40 x 30) and 
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channels. The threads and blocks are so parametrized that 42 blocks are configured. Each 
block is responsible for one image in the list. 42 images are processed in only one kernel 
function parallelly. This list-concept is also used for the iterative normalization and the 
cross-scale combinations. 
G. Iterative normalization 
The iterative normalization N(.) is an important component in the whole computation. It 
simulates local competition between neighboring salient locations (Itti et al., 1998). Each 
iteration contains self-excitation and neighboor-induced inhibition, which can be 
implemented using a difference of Gaussian filter (DoG) (Itti & Koch, 1999): 
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with %2    ex  and %25   inh  of the input image width, 5.0    exc , 1.5    inc  and the 
constant inhibitory term 02.0    inhC . At each iteration the given image M is computed as 
follows (Itti & Koch, 1999): 

 0* inhCDoGMMM  (17) 

The inseparable DoG filter is divided into two separable convolution filters, one Gaussian 
filter for excitation with 5 x 5 pixels and one Gaussian filter for inhibition with 29 x 29 pixels 
for an input image at 40 x 30. The larger the input image is, the bigger are the filter kernels. 
The kernel size can be computed as follows: 

 1))100/1ln(2(2    )|()|( inhexinhex floorsize  (18) 

The 153 iterations on 51 images are very costly. Although the shared memory size is limited, 
the images at 40 x 30 and the respective filter kernels (4916 Byte) can fit into it. In doing this, 
a 10 times acceleration is obtained, whereas the lists mentioned in 4.3-F are also used. 
H. Combination into the saliency map 
In the following cross-scale combinations no image rescaling is needed. It is only a question 
of point-by-point integration of the feature maps into conspicuity maps I , C  and O . The 
saliency map is a linear combination of the normalized conspicuity maps.  
I. Multi-GPU utilization 
A parallel utilization of multi-GPU enables a significant acceleration of the saliency map 
computation. To avoid the intricateness of a multi-process mode, a multi-threaded mode is 
used to manage the multi-GPU utilization. In a multi-threaded mode, in addition to a main 
thread several threads are utilized. Each thread is responsible for one GPU. Fig. 4.7 
illustrates the multi-threaded mode in a petri-net. Two semaphores are used to ensure the 
synchronization of the threads. The semaphore 1 sends a signal to the main thread if one or 
more GPUs are idle and is initialized with the number of the applied GPUs. The semaphore 
2 starts one of the GPU-threads. Interestingly, in the main thread, at t0,4 a thread is started, 
while at t0,5 a saliency map is ready to be taken. Using this multi-threaded mode the frame 
rate can be significantly increased. 
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Fig. 4.7. The petri-net structure for multi-threaded mode 

4.4 Results and discussion 
We tested our multi-GPU implementation using 1 to 4 NIVDIA GeForce 8800 (GTX) 
graphics cards. The computers are equipped with different CPUs and 64-bit linux systems. 
The computational time is the average processing time of 1000 input images at a resolution 
of 640 x 480 pixels.  
Tab. 4.1 shows the detailed processing time protocol. The most costly step is the 
initialization which has a computational time of 328ms. The memory allocation happens 
only once and needs almost 50MB RAM. The saliency map computation takes only about 
10.6ms with a frame rate of 94.3 fps, respectively. In the GFLOPS performance estimation, 
only the floating-point operations are considered. The address-pointer-arithmetic, the 
starting of the CUDA functions and the memory copy accesses, which are very time-
consuming and have, therefore, a strong influence on the computational time, are not 
considered. 
 

Saliency map computation Time FLOP GFLOPS 
initialization 328ms   
Gaussian pyramid I-, C-maps 2,10ms 6.482.049 3,09 
FFT, convolution, IFFT 2,39ms 27.867.923 11,66 
image rescaling 0,89ms 294.000 0,33 
center-surround differences 0,16ms 151.200 0,95 
iterative normalization 4,74ms 34.876.690 7,36 
Integration into saliency maps 0,33ms 62.390 0,19 
total 10,61ms 69.734.252 6,57 

Table 4.1. Computational time registration using 1 GPU 
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Fig. 4.8. Comparison of computational time using 1 to 4 GPUs 

Fig. 4.8 illustrates the computational time using 1 to 4 GPUs, which shows a very good 
scalability of the multi-GPU implementation.  
In Tab. 4.2 the performance of the iLab's implementation (Peters & Itti, 2007) and our 
implementation is compared. Working on the images with the same resolution and the same 
precision, iLab uses the 2.8GHz Intel Xeon processor and achieves a frequency of 19.48 Hz, 
while using our implementation a frequency of 313 Hz is obtained. Using multi-threaded 
mode, the maximum speed of iLab is 37 fps which is still about 8.5 times slower than our 
implementation. 
 

 iLab´s implementation our implenentation 
resolution 640 x 480 640 x 480 
hardware 2.8GHz Intel Xeon processor 4 NVIDIA GeForce 8800 (GTX) 
precision floating-point floating-point 
computational time 51.34ms 3.196ms 
frequency 19.48 Hz 313 Hz 

Table 4.2. Comparison between iLab's implementation and our implementation 

5. Visual odometry for ACE 
The goal of ACE is to navigate in an unpredictable and unstructured urban environment. 
For achieving the aim, accurate pose estimation is one of the preconditions. As humans, we 
use visual information to estimate the relative motion between ourselves and a reference 
object. If we close our eyes, we can still estimate the motion by feeling the foot step. Even if 
we move in a car and close our eyes, we can use inertial sensor in the body, such as inner 
ear, to tell how our motion is. By now, ACE only has the information from the angle-
encoders on the wheels. If there are sands, cobblestone on the ground, the wheels will slip, 
which causes an inaccurate localization. Therefore, we want to use the visual information to 
support the localization. We mount a high-speed camera in the front of ACE. The camera 
looks straight towards the ground. 
In this section a visual odometry system is presented to estimate the current position and 
orientation of ACE platform. The existing algorithms of optical flow computation are 
analyzed, compared and an improved sum-of-absolute difference (SAD) algorithm with 
high-speed performance is selected to estimate the camera ego-motion. The kinematics 
model describing the motion of ACE robot is set up and implemented. Finally the whole 
odometry system was evaluated within appropriate scenarios. 
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5.1 Background  
How to locate the position and orientation of a moving object has long been a research focus 
of the computer vision community. The probably existing problems could be being robust 
against complicated environment, different ground situations and changing brightness. 
Most visual odometry methods include three phases: firstly, a suitable optical flow 
computation algorithm should be selected to determine the optical flows in a series of 
successive images. Then, the translation and rotation of the camera should be estimated 
according to these optical flows acquired in the first step. At last, a geometry model 
denoting the relation between camera and robot should be established so that the 
localization of the robot can be deduced from the position of the camera. 

5.1.1 Optical flow techniques 
The computation of optical flows has been a key problem discussed in the processing of 
image sequences for many years (Barron et al., 1994). Nowadays there are two most popular 
techniques: Matching-based method and differential method. Block-based matching is 
applied in many aspects of computer vision area. It�’s also one of the most important 
techniques for optical flow computation. Two simple algorithms, sum-of-absolute difference 
(SAD) and sum-of-squared difference (SSD), are usually used to find the best match. They 
are more efficient than the other techniques. Lucas & Kanade is a typical and classical 
differential technique, which is based on the gradient constraint. It has a comparative 
robustness and accuracy in the presence of noise and is feasible in reality. 

5.1.2 Pose estimation using optical flow information 
Pose estimation is the procedure to compute the position and orientation of a camera 
relative to the world coordinate. Using image Jacobian matrix, the relationship between 
object velocity in 3-D world and its image-plane velocity on the image sensor is described as 
follows: 
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where xT , yT , zT  are translation velocities of the camera in world coordinate in three 

directions, x , y , z  angular velocities in three directions. u  and v  are the pixel 

velocity along x and y directions in image plane, while u and v are the corresponding pixel  
coordinates in image plane. Normally we have more than 3 feature points on the image 
plane, so the equation system is redundant. 

5.1.3 Related work 
Jason Campbell et al. (Campbell et al. 2005) designed a model using monocular camera 
mounted at the robot�’s front and viewing front and underside of the ground. The flow 



 Computer Vision 

 

208 

vectors are divided into three parts: a dead zone near the horizon is defined and discarded 
in the computational processing; the vectors above the horizon are used to calculate the 
robot rotation while the vectors below the horizon are used to estimate the robot translation. 
Similar to the model established by Campbell, the monocular camera in Wang�’s model 
(Wang et al. 2005) focuses only on the locally planar ground, and calculates the translation 
and rotation together.  Both of the models use Lucas & Kanade method to obtain the optical 
flow. Utilizing the Harris corners detection and normalized correlation, Nister presented a 
system (Nister et al. 2004) that provides an accurate estimation but works relative slowly. In 
Fernadez�’s work (Fernadez & Price 2004), utilizing the task-sharing abilities of the operating 
system, the problem of synchronization across multiple frame-grabbers can be solved. In 
order to have a better efficiency, the SAD algorithm is used here. In Dornhege�’s work 
(Dornhege & Kleiner, 2006) the salient features are tracked continuously over multiple 
images and then the differences between features that denotes the robot�’s motion are 
computed. An inertial measurement unit (IMU) is employed here to estimate the 
orientation.  

5.2 Hardware and modeling 
5.2.1 Hardware description 
Fig. 5.1 illustrates the hardware configuration. A high-speed camera and a 1394b PCI-
express adapter are used in our system to capture and transfer the images to the 
computational units. The dragonfly® express camera (Point Grey Research Inc.), fitted with 
a normal wide-angle lens, can work at 200 fps with the resolution of 640x480 pixels. 
Utilizing the IEEE-1394B (Firewire 800) interface, the camera is connected to our vision 
processing computer with an AMD Phenom 9500 @2.2GHz Quad-Core processor and 4 GB 
memory. 
 

 
Fig. 5.1. Hardware configuration 

5.2.2 Kinematics modeling 
Because ACE will explore the outdoor urban environments, e.g. the city centre of Munich, 
and communicate frequently with the humans, so the camera for visual odometry may not 
gaze directly forward. For avoiding the disturbance of moving crowd, the camera is 
mounted in the front of ACE and the optical axis is perpendicular to the ground.  
The camera is firmed on ACE such as represented in Fig. 5.2.  The relative position between 
the camera and the robot does not change in the whole process. Any actuated motion of the 
robot will result in a movement of the camera relative to its original position. Because the 
displacement between camera and ground in z-direction is much smaller than the distance 
between camera and ground z, we can approximately assume that the ground is a flat plane 
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and the ACE-platform displaces without any roll and pitch angle. Based on this assumption 
only 3 variables must be considered: the movements in x and y directions and the 
orientation around the z axis. We divide the movement of robot in two parts (see Fig. 5.3). 
 

               
Fig. 5.2. Cutaway and planform of the visual odomery configuration 
 

 
Fig. 5.3. Geometry relationship between robot and camera in motion with frames and 
variables definition  

Firstly, it rotates with an angle of without any translation. Then, the robot has movement 
of ( xT , yT ).  After that, the three variables of camera relative to its original position can be 
denoted as:  
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5.3 Motion estimation 
Our long-term objective is to fuse the visual information at 200 Hz and the information 
provided by the angle-encoders at 30 Hz to achieve a high accuracy visual odometry. 
Currently, we focus on the visual information. The vision processing is as follows: the input 
images will be undistorted at first. Then, using SAD the optical flow is computed. The 
relationship between optical flow and the camera ego-motion is indicated by image 
Jacobian. To reduce the noise and optimize the results of the redundant equations, a Kalman 
filter is applied.  

5.3.1 Optical flow algorithm �– elaborated SAD 
Compared with other optical flow computation algorithms, SAD performs more efficiently 
and less system resources are required. The size of our images is 640x480 pixels and the 
central 400x400 pixels are chosen as interest area. A searching window of 20x20 is defined so 
there are totally 400 windows in this interest area. SAD algorithm is used in every window 
with a block size of 8x8 pixels. This block is regarded as original block in frame n-1 and 
compared with the corresponding neighbour blocks within the searching window in frame 
n. The block with the least SAD values in frame n will be taken as the matching block. The 
distance between the original block and the matching block is defined as optical flow value 
of this searching window. After SAD matching 400 sets of optical flow values have been 
acquired and a further elaboration is fulfilled as follows: The searching windows on the 
boundary of the interest area are abandoned and the remaining 18x18 windows can be 
separated into 36 groups. Each group consists of 3x3 windows as show in Fig. 5.4. In every 
group we set a limit to eliminate some windows whose optical flow values seem not to be 
ideal enough. The average optical flow values of remaining windows in every group should 
be determined and could be seen as a valid optical flow value of this group. Every group 
can be considered as a single point and we just calculate the optical flow values of 36 feature 
points with a better accuracy. 
 

 
Fig. 5.4. Elaborated SAD algorithm 

5.3.2 State estimation �– Kalman filter 
After calculating optical flow values with an elaborated SAD algorithm, we apply Kalman 
filter to determine the redundant equations based on image Jabobian matrix. The basic 
thought of Kalman filter is to predict the state vector kx according to the measurement 
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vector kz . Based on the assumption we have made in kinematics model, only xT , yT  and 

z are required and therefore the state vector is composed of only three elements. The 
measurement vector kz comprises the 36 sets of points velocities acquired from optical flow 
values of 36 feature points. The measurement matrix is a simplified image Jacobian matrix J, 
the redundant equations can be described as follows: 
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The basic process of Kalman filter in our experiment is as follows: 
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Random variables wk-1 and vk represent the process noise and measurement noise 
respectively. The estimation process can be divided into two parts: predict part and correct 
part. At the beginning, the camera velocity vector, which is also the state vector in Kalman 
filter, is initialized with null vector, after the predict part, prior camera velocity estimation 
and prior error covariance estimation are transferred to the correct part. In correct part the 
posterior camera velocity estimation are computed by incorporating current point velocity 
vector, which is also the measurement vector. A posterior error covariance is also calculated 
in correct part and together with posterior camera velocity estimate transferred as 
initialization of the next step.  In every step the posterior camera velocity estimation is the 
result of the redundant equations. 

5.4 Experiments results 
In the ACE platform there is an encoder which can estimate the current position of ACE. We 
read the data from the encoder at a frequency of 4-5Hz and consider them as ground truth. 
The camera mounted on ACE works at a frequency of 200Hz. Our experiment data is 
obtained when ACE is moving in the environment of stone sidewalk. The experiment is 
divided into two parts. In the first part, ACE ran about 6,7m in a straight line, which is taken 
as pure translation. The second part is pure rotation test. ACE only rotated at the starting point 
and passes about 460 grads.  Two series of images are captured and saved, and then the 
experiment is carried out offline. The motion estimation computation works also at 200Hz.  
Fig. 5.5 left shows the results of estimating the robot displacements in pure translation. The 
red curve indicates the displacement in x-direction measured by encoder, and the blue curve 
indicates the displacement in x-direction estimated by visual odometry.  
The right part of Fig. 5.5 shows the angular result in pure rotation. The red curve indicates 
the ground truth from encoder, and the black curve indicates the estimation result from 
visual odometry. 
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Fig. 5.5. Position estimation in pure translation (left) and in pure rotation (right) 

The right part of Fig. 5.5 shows the angular result in pure rotation. The red curve indicates 
the ground truth from encoder, and the black curve indicates the estimation result from 
visual odometry.  

6. Conclusions and future work 
In this chapter, two high-speed vision systems are introduced, which can acquire and 
process visual information in real time and are used for the visual attention and navigation 
of the Autonomous City Explorer (ACE).   
An information-based view direction planning is proposed to rapidly detect the surprising 
event in the environment during accomplishing predefined tasks. This high performance is 
facilitated and ensured by high-speed cameras and high-speed processors such as Graphics 
Processing Units (GPUs). A frequency of 313 fps on input images at 640 x 480 pixels is 
achieved for the bottom-up attention computation, which is about 8.5 times faster than the 
standard implementation on CPUs. For the high speed visual odometry, our algorithm 
performs well according to the experiments results. The time delay of close-loop control can 
be decreased and the system stability can be improved.   
Further development based on these two high-performance vision systems is planned to 
improve the self-localization and navigation accuracy. Besides, a suitable data fusion 
algorithm should be selected to combine data from encoder and visual. The visual attention 
system should also be extended for the application of human-robot interaction. 
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1. Introduction     
The detection of robust image features of high distinctiveness forms a ubiquitous problem in 
digital image processing. Robust image features are the first step and the key to reliably 
detect patterns or objects in images, which subsequently leads to object classification and 
semantic interpretation of the objects in a given image. 
The ideal situation for object recognition and classification is to find unambiguous traits of 
patterns or objects that are to be processed. For anyone delving into this matter, the subject 
presents itself as a challenging task. Besides the often not obvious object traits, there are a lot 
of other issues that have to be taken into account. For instance, lighting conditions can vary 
as well as the objects�’ scales and rotations; image noise or partial occlusion also is likely to 
occur. Unless one conducts experiments under laboratory conditions, where some of these 
problems might be ruled out, all these issues have to be addressed properly. So the 
challenging task is to find image features that are distinct and robust under the varying 
conditions just stated before. 
An obvious method for detecting objects is to examine their shape and, as an abstraction of 
it, their contours. Contour matching usually works well, if the distinct object classes have 
strong variations in their shape (like the shape of any automobile is quite different 
compared to the shape of a human). The contour can be represented by a classic chain-code 
(or its many derivates). For the matching process both contour representations undergo a 
transformation to achieve scale and rotation invariance and are then compared to each 
other. The comparison can either be done directly on the transformed image coordinates or 
on measures deduced from the earlier representation (i.e. the moments, distances, 
polygonal, or Fourier descriptors yielded from the contour points). 
Besides those methods, one popular approach is to detect certain local interest points at 
distinctive locations in the image, such as corners, blobs, or T-junctions. The interest point 
detector is supposed to be repeatable under varying viewing conditions (e.g. different 
lighting or different viewing angles). Having found distinctive interest points in an image, 
the interest points are examined more closely regarding their neighbourhood. Taking the 
neighboring pixels into account forms an image feature or image descriptor, which has to fulfill 
certain criteria regarding distinctiveness, robustness against noise, detection errors, and 
image deformations. These image features can then be matched to features computed from 
other images. Matching features indicate a high likeliness of correspondence between the 
two images. Hence patterns or objects in one image can be detected in other images 
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employing this method. An advantage of this method is that detection of interest points 
takes place at one of the first stages of the image processing pipeline: in scale-space. All the 
interest point detectors and image descriptors discussed in section 3 will exploit the scale-
space representation of an image. Hence a short review of scale-space computation is 
provided in the following section. 

2. Structural information and scale-space representation of an image  
In this section a short review about scale-space construction on digital images is given. One 
of the most thorough and comprehensive researches on the topic of scale-space 
representation was done in (Lindeberg, 1994). In his work, Lindeberg first states the 
principle problem about detecting the characteristic structure of objects in images regarding 
the scale level the image was taken. A good example is the structure of a tree that varies 
over different scaling levels. At a very coarse level, the observer may only recognize a green 
blob-like structure of the treetop, whereas at finer scales, branches and leaves may be 
noticeable. As the scale-space is a continuous and infinite space, this can go as far as the tree 
may degenerate to a single unnoticeable green spot or to a level where leaf-fibres can be 
examined. Which scale intervals are best suited totally depends on the image processing 
task at hand. A method for automatic scale selection for characteristic image features in this 
regard is presented in (Lindeberg, 1998). 
Scale-space representations span a broad range of applications in image processing (i.e. 
feature detection, feature classification, shape computation, or even stereo matching). In this 
work, though, we are mainly interested in exploiting scale-space for object recognition. It 
will be shown that scale-space representations of images allow for effective extraction of 
distinctive image features, which can be matched with features from other images in the 
context of object recognition. To compute these distinctive features one has to transform the 
image into scale-space first, so that the interest point detectors and image descriptors 
introduced in section 3 can build upon this representation. The multi-scale representation of 
a digital image is well-known and widely used in image processing in forms of quad-trees, 
image pyramids, or (the relatively more recent) wavelets. The scale-space is just a special 
type of a multi-scale transformation. 

2.1 Scale-space construction of continuous signals 
The scale-space of a digital image is directly related to the scale-space in signal processing, 
whereas the scale-space representation of a one-dimensional signal is defined by embedding 
this signal into a one-parameter family of derived signals computed by convolution with a 
one-parameter Gaussian kernel with increasing width (Witkin, 1983). In (Lindeberg, 1994) a 
proof is provided that the Gaussian kernel is a unique choice for scale-space processing. The 
Gaussian kernel alone fulfills all necessary requirements for scale-space computation like 
basical linearity, spatial shift and scale invariance, and preserving the constraint that no new 
structures (maxima or minima in the image) will be created. It is also shown that the scale-
space abides by the laws of a mathematical semi-group. The formal mathematical notion for 
constructing the scale space is as follows: Let  stand for the original signal. Then, 
the scale space representation  is defined by  and 

  (1) 

where  is the scale parameter, and  is the Gaussian kernel. The 
kernel itself is defined by 
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  (2) 

 is the standard deviation of kernel g. It is a natural measure of spatial scale in the 
smoothed signal at scale t. 
Another equivalent way to construct the scale-space L is by solving the differential heat 
diffusion equation 

  (3) 

with initial condition , which is the well-known physical formula describing how 
a heat distribution L evolves over time t in a homogeneous medium with uniform 
conductivity, given the initial heat distribution stated above. From Eq. (1)-(3) multi-scale 
spatial derivates can be defined by 

  (4) 

where  denotes a derivative of some order n. 
The main goal of the scale-space construction is that fine scale information (i.e. amplitude 
peaks or noise at high frequencies) shall vanish with increasing scale parameter t. Witkin 
(Witkin, 1983) noticed that new local extrema cannot be created, if the scale-space is 
contructed in the above described manner. Because differentiation and convolution are 
commutative,  

  (5) 

this non-creation property holds for any nth degree spatial derivative. This feature enables 
detection of significant image structures over scales and is exploited by the algorithms 
described in section 3. 
An important statement in (Koenderink, 1984) is that without a priori knowledge of specific 
image structures, the image has to be processed at all scales simultaneously. In this regard the 
images forming the scale-space are strongly coupled and not just a set of unrelated derived 
images. 

2.2 Scale-space construction of discrete signals 
Because digital image processing deals with discrete signals, the equations presented above 
need to be adapted. The interesting question here is how this adjustment needs to be 
performed so that the scale-space properties are preserved. It turns out that there is only one 
way to construct a scale-space for discrete signals. For an in-depth look into the derivation 
of the following formula see (Lindeberg, 1994). Given a signal  the scale-space 
representation  is given by  

  (6) 

where  is a kernel named the �“discrete analogue of the Gaussian kernel�”, 
which is defined in terms of a modified Bessel function given by . 
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It can be shown that the discrete scale-space family  of a discrete signal 
 must satisfy 

  (7) 

  (8) 

in one and two dimensions for constants  and .  and  denote two 
discrete approximations of the Laplace operator. They are defined by 

  , 

 . 

The function subscripts are the indices at which position in the image an intensity value 
shall be taken. With , the two-dimensional scale-space representation of a digital 
image is given by convolution with a one-dimensional Gaussian kernel along each direction. 
What remains to say is that the spatial derivatives of the Gaussian kernel can be 
approximated by differences of Gaussian (DoG) kernels at different spatial locations. 

2.3 Image features from scale-space representations 
To exploit scale-space for image feature detection, one has to deal with differential 
geometry. Some methods are required for further processing the output of the Gaussian 
derivative operators to gain meaningful and distinct image features. It is mandatory to base 
the analysis on image descriptors that do not depend on the actual coordinate system of the 
spatial and intensity domain, because a single partial derivative contains no useful 
geometric information. So it is required that the scale-space representation shall be invariant 
with respect to translation, rotation, and scale changes. Unfortunately complete affine 
invariance (i.e. non-uniform rescaling) is harder to achieve. This issue is also addressed in 
(Lindeberg, 1998).  
Scale-space representation of an image is especially well-suited to detect sub-pixel edges, 
junctions and blob-like structures. For this, it is helpful to define a local orthonormal 
coordinate system for any point of interest in the image. A useful definition would be that 
for any Point , normal (x,y) image coordinates are translated into a (u,v) coordinates with 
the v-axis aligned along the gradient direction and the u-axis perpendicular to it (which also 
aligns with the tangent orientation). This leads to and 

 for example, where 

  (9) 

In terms of Cartesian coordinates, the local directional operators can be expressed by  

  (10) 

Note that , because of  being parallel to the tangent at point . 
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With these definitions edge detection in scale-space can be computed by a non maximum 
suppression in the gradient direction. The following conditions need to be fulfilled: 

  (11) 

With Eq.(9) and (10) it is possible to convert these statements back to Cartesian coordinates. 
Junction detection is expressed in terms of curvature of level curves in gray level images. In 
derivative terms the curvature can be expressed by 

  (12) 

The curvature is usually multiplied by the gradient magnitude  raised to some power k. 
This provides stronger responses at edges. In (Brunnström, 1992) k=3 is chosen leading to  

  (13) 

A point  has to fulfill the following conditions to be considered a junction-point: 

  (14) 

Blob detection can be performed by calculating the zero-crossings of the Laplacian, where 

  (15) 

All the introduced feature detectors in section 3 first do a scale-space transformation and 
then employ Eq. (11)-(15) to detect interest points. At these points the local image 
descriptors are then computed and used for the later matching process. 

3. Technology review of interest point detectors and image descriptors 
Usually the computation of distinctive image features is split into two phases. First, interest 
points are computed at locations that are considered to be promising for the later descriptor 
calculation. A reliable (and in this regard reproducible) interest point detector is crucial for 
the feature determination. Then, after the locations of the interest points have been 
determined, for each such point a local image descriptor is computed by processing the 
neighbouring intensity values of the current interest point�’s location. This yields a set of 
image features that are supposed to be distinctive to the objects in the image. These features 
can then be used in object recognition or object tracking by matching features yielded from 
one image to those from another.  

3.1 Interest point detectors 
Classic interest point detectors used simple attributes like edges or corners. Among these, 
the probably most widely used, is the Harris corner detector (Harris, 1988). It is based on 
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eigenvalues of the second-moment (also called auto-correlation) matrix. Unfortunately, this 
detector lacks scale-invariance.  
Lindeberg tried to extend the Harris corner detector experimenting with the determinant of 
the Hessian matrix as well as the Laplacian to detect blob-like shapes (Lindeberg, 1998). He 
also examined methods for automatic scale selection for image feature computation.  
(Mikolajczyk & Schmid, 2004) refined this method exploiting a combination of the Harris 
detector to determine the location, and the Laplace matrix for scale selection of an image 
feature. It is basically a combination of the Harris corner detector with the automatic scale 
selection methods proposed by Lindeberg. This yields the desired scale-invariance. Their 
image descriptors proved to be highly distinctive, scale invariant, rotation invariant, and 
highly tolerant against illumination effects. 
(Lowe, 2004) mainly focused on speeding up this computational costly processing by 
replacing the Laplacian of Gaussian (LoG) by a Difference of Gaussian filter (DoG). In 2004 
he presented his method called SIFT (scale invariant feature transform) to the public. SIFT 
features embody the same tolerance to (uniform) changes in scale, rotation, and illumination 
effects. This also qualifies SIFT as an ideal candidate for pattern and object recognition.  
The main difference between SIFT and the feature detector described in (Mikolajczyk & 
Schmid, 2004) is that the former interest point detector aims at blob-like structures and the 
latter at corners and highly textured points in images. Thus it can be concluded that the two 
interest point detectors generate complementary feature. 
One basic problem with these sophisticated interest point detectors is that they are 
computationally complex and hence cannot match hard real-time constraints (i.e. analyzing 
a video stream of a constant 25fps online). This problem was addressed in (Bay et al., 2006). 
The group showed that SIFT could be speeded up further almost without losing any of its 
matching quality. Their work is based on certain approximations (and simplifications) of 
Lowe�’s work and was coined �“speeded up robust features�” (SURF). For instance, the research 
group proved that the approximation of the LoG by a DoG filter can be pushed even further 
to a difference of means (DoM) filter. This filter can be implemented very efficiently exploiting 
integral images, thus achieving constant runtime behavior. Also the components of the 
resulting feature vector are cut in half, which provides faster matching speed between 
different feature vectors. 
Usually some interpolation steps are applied over scale-space to accurately locate the 
interest points before the image descriptor is computed. In (Mikolajczyk & Schmid, 2004) an 
iterative approach is taken based on displacement calculations using Eq. (16) by starting at 
the initially detected point for affine normalized windows around this point. In (Lowe, 2004) 
a 3D quadratic function is fitted to local sample points to interpolate the location of the 
maximum. This is employed by using the Taylor expansion introduced in (Brown & Lowe, 
2002).   
A common drawback to all these interest point detectors is their strong responses at edges 
or contours. This can be mitigated to a certain degree by selecting the scale at which the 
trace and the determinant of the Hessian matrix assume a local extremum. 

3.2 Image descriptors 
Image descriptors are computed from the location around the previously detected interest 
points.  
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(Mikolajczyk & Schmid, 2004) use Gaussian derivates computed in the local neighborhood 
of each interest point. They convolve these derivatives on small image patches normalized 
with a matrix U of the form  

  (16) 

with  denoting the (scale-space adapted) second moment matrix of the Harris corner 
detector and k denoting the step width of this iterative algorithm.  is the initial 
concatenation of square roots of the second moment matrices. To gain invariance to rotation, 
the derivatives are aligned at the direction of the gradient. The gradient orientation at each 
interest point is averaged with the gradient orientations in the neighborhood and goes into 
the descriptor. 
 

 
Fig. 1. SIFT feature matches applied to a self recorded scene. The blue sugar box on the left 
side of the image was found in the right complex scene. The SIFT matching software yielded 
16 matches (shown as white lines). Note that only 3 matches would have sufficed to 
correctly identify an object. Also note the partial occlusion and difficult lighting conditions 
under which the images were taken. The digital camera used to record both images was a 
Canon Powershot A75 with 3.2 megapixels. The camera was set to automatic mode. The 
images also underwent a lossy JPEG compression. 
Lowe determined his descriptor components by computing the gradient magnitude and 
orientation for each sample point neighboring the interest point. These values are weighted 
by a Gaussian window. The samples are then accumulated into orientation histograms, 
which summarize the contents of 4x4 subregions around the interest point. Over each such 
subregion the 8 predominant gradient orientations are computed. These values make for the 
image descriptor. Hence the descriptor consists of 128 components. A visual example of the 
image feature matching with our own implementation of the SIFT operator is shown in Fig. 1. 
The SURF descriptor is determined by the following steps. First, a square region is 
constructed around the interest point and aligned along the dominant orientation obtained 
by haar wavelet filter responses at the interest point. The side length of the wavelet is four 
times the scale level at which the point was detected. The dominant orientation is estimated 
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by calculating the sum of all responses within a sliding window covering an angle of . 
Then, the horizontal and vertical responses over these windows are summed and contribute 
to the components of the vector of the estimated orientation. The size of this sliding window 
needs to be determined experimentally (see Bay et al., 2006). The square region size around 
the interest point is of size 20s (s denoting the scale parameter). The region is split into 4x4 
subregions like in (Lowe, 2004). For each such subregion a few simple features (again 
employing the directional Haar wavelet responses) at 5x5 regularly spaced sample points 
are computed. Finally, the responses are accumulated over the regions and provide a first 
set of entries to the image descriptor. Also the sum of the absolute response values is 
calculated. This yields a four-dimensional vector for each subregion of the form 

, with  denoting the Haar wavelet response in x-direction 
and  respectively. Such vectors form a single descriptor vector for all four subregions. 
Hence the resulting descriptor vector is of size 64 �– half the size of a SIFT-descriptor. 
There are yet some derivations the introduced image descriptors, i.e. (PCA-SIFT, U-SURF, 
GLOH etc.) that are not discussed here. These derivates mainly vary in the way how the 
final descriptor computation is done aiming at lesser component numbers than the original 
version to speed up object matching.  

4. Performance evaluation of local image features 
This section is contributed to a short overview of the performance of local image features 
regarding their object recognition ratio and their computational speed when implemented on 
modern computers. Also the issue of exploiting image features for object classification is 
addressed at the end of this section.  
In (Leibe & Schiele, 2003) a systematic comparison between contour based, shape based, and 
appearance based approaches regarding their effectiveness for object recognition is 
performed. For their evaluation they constructed an own database of small objects, coined 
the ETH-80 database. It consists of 80 objects from 8 self chosen categories (i.e. fruit and 
vegetables, animals, human-made small objects, and human-made big objects). For each 
category 10 objects are provided that span in-class variations while still clearly belonging to 
that category. The test mode is of the form leave-one-object-out-crossvalidation, which 
means that the object recognition system is trained with 79 objects (randomly taken out of 
the 8 categories) and tested against the one remaining object. The measurements were 
performed over object sets taken of each category and the results were averaged. 
The algorithms used for testing were 
 a simple colour histogram driven approach, 
 texture based methods over scale-space (which directly corresponds to the image feature 

detectors from section 3.1-3.2); these are split into a rotation variant method (first order 
derivatives in x and y direction) and a rotation invariant method (gradient magnitude 
and Laplacian over 3 scales �– also see (Love, 2004)), 

 global shape: PCA-based methods either based on one single global eigenspace for all 
categories or separate eigenspaces for each category, 

 and local shape using the contours of each object represented by a discrete set of sample 
points; these points are later matched with points from other images with a dynamic 
programming and a one-to-one point matching (using a greedy strategy) approach. 
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The results found in (Leibe & Schiele, 2003) show that contour-based (local shape) methods 
perform best, with an average object recognition ratio of 86.4%. Second place were global-
shape based PCA variation with 83.4% and 82.9% respectively, but with the texture 
histograms only slightly behind with 82.2%. As expected, colour histograms performed 
worst with just 64.9%. Yet, nothing is stated about the different runtime behaviour of the 
different methods, because this paper deals with quantitative evaluation of the recognition 
ratio. It can reasonably be assumed that the global and local contour matching algorithms, 
besides showing the best recognition ratio are also the most costly ones to compute. 
Leibe & Schiele also examined combinations for the above described methods. Cascading 
object recognition systems were constructed using different permutations of these 
algorithms. They showed that certain combinations could raise the overall object recognition 
ratio up to 93%. In section 5.1 we show our own approach for a cascading object recognition 
system aimed to fulfil certain real-time constraints, yet preserving high recognition ratios.  
(Mikolajczyk et al., 2005a) evaluated interest region descriptors among themselves and how 
they perform in different situations; they concentrated especially on all kinds of affine 
transformations, blurring, and JPEG compression artefacts. They concerned with all the 
image feature detectors described in section 3 and their common variations and also 
proposed their own extension to the SIFT operator. In their results section they conclude 
that the gradient orientation and location histogram (GLOH) �– a variation of the original SIFT 
operator �– performs best regarding object recognition ratio, closely followed by SIFT. We 
also employ SIFT features for our cascading object recognition system (see section 5.1). 
Another highly noteworthy contribution is presented in (Mikolajczyk et al., 2005b), where 
local image features are examined regarding their applicability on object classification. The 
interesting question here is, whether the image features, which perform well in scenarios 
like pattern matching and object recognition, contain useful information that can be applied 
as features for object classification. They pursue a cluster-driven approach of image features 
for classification. They computed the distribution of features in the cluster and defined a 
similarity measure between two clusters by  

  (17) 

with N and M denoting the numbers of features in clusters k and l;  and  represent the 
cluster centres;  and  denote the variances, and v an experimentally determined 
threshold value.  
Mikolajczyk et al., evaluated image feature detectors employing Hessian-Laplace and Salient 
region, Harris-Laplace, SIFT, PCA-SIFT, and GLOH detectors. The challenging object 
classification task was to detect pedestrians crossing a street in an urban scenario. Again, the 
GLOH descriptors exploiting regions around interest points found by Hessian-Laplace 
obtained the best results; salient region detectors also performed well. Hence, it can be 
concluded that scale-space image feature detectors are also applicable to object classification 
beyond their originally intended domain (pattern and object matching). 

5. Extending local image features for real-time object recognition  
All the previously described image features from section 3 show excellent robustness on 
object recognition under real-world conditions. Regarding object recognition by matching 
features of different images, the image features prove to be 
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 scale-invariant, 
 rotational invariant, 
 partially affine invariant (non-uniform scale changes are problematic), 
 highly tolerant against changes in illumination, and 
 insensitive to noise (to a certain reasonable degree). 

Yet, one important issue has not been fully addressed: the real-time processing of image 
features or feature matching respectively. In many scenarios, online computation of image 
features for real-time object matching is desirable. In this regard it is common to imply that a 
constant video stream needs to be analyzed in real-time, which in this case would mean that 
the image feature computation software had to cope with 25fps in camera-like image 
resolutions. The high robustness of the scale-invariant image features comes at the prize of 
high computation-time, which renders them applicable only partially to these scenarios.  
Constructing the scale-space and finding reliable interest points is one of the bottlenecks in 
this case; another is the component size of the image descriptors, which have to be used for 
the later matching process.  Many extensions to the image features have been applied to 
address this problem and especially the latest of these, the SURF operator, aims at better 
runtime speed. The idea in (Bay et al., 2006) is to simplify the costly difference of Gaussian 
(DoG) filter, which is used during scale-space computation, to a difference of means (DoM) 
filter. The DoM is just a simple box filter. Bay et al. showed that this approximation of the 
DoG filter is permissible, because the DoG filters, which are supposed to be infinite, are 
actually cropped when they are applied to the image. Thus DoG filters are, when it comes to 
applying them in discrete digital image processing, an approximation of the theoretical DoG 
filters themselves. The DoM filter has the nice property that it can be computed very 
efficiently employing integral images. An integral image is defined by  

  (18) 

After  is constructed, it takes just four additions to calculate the DoM filter of any size at 
any point. This is a major saving of computation time compared to the full application of a 
Gaussian filter at any point.  
Bay et al. also reduce the length of the image descriptor to 64 components in contrast to the 
128 components of the SIFT operator. This saves time when feature matching is applied, 
because during the matching process each image descriptor from one image has to be 
compared (usually by employing some common metric, i.e. the Euclidian distance) to each 
descriptor of the image that is to be matched.  
These measures mitigate the problem of time consuming computations and in fact the SURF 
operator with all its optimizations only needs 33% the time of the SIFT operator to perform 
its tasks.  

5.1 Cascading object recognition approach 
Yet, we seek even better run-time performance than the optimized SURF operator. The 
SURF operator still cannot satisfy the hard real-time constraints stated in the last section. So 
we came up with a cascading approach for object recognition. The precondition to our 
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approach is that a priori knowledge of the objects to be recognized can be assumed, which is 
the case in many classic object recognition and classification scenarios. In particular you 
need to know with which objects the system is supposed to deal with to construct sensible 
training data sets for an initial teaching of the system.  
The main idea of our contribution is to employ a two-stage cascading approach: a fast decision-
tree based pre-classifier, which sorts out the objects to recognize with a recognition ratio of 
66%-75% accuracy, and a later performed image feature matching exploiting SIFT and SURF 
operators. The recognized objects from the first stage need not be processed by the costly 
operators anymore. The time savings go directly into equation 

  (19) 

with  denoting the overall system processing time,  the time for pre-computation 
(system initialization etc.),  the time for the SIFT/SURF matching process, and  the dead-
time of the system (consumed e.g. by memory management and other administrative tasks). 

 is the ratio of correctly classified objects from the earlier pre-processing stage. Considering 
the fact that , applying the pre-computation yields better overall timing.  
We use the Coil-100 image database1 as a testbed for our algorithms. This library consists of 
100 different, small, everyday use objects, which have about the same size. Each object is 
rotated around the Y-axis 72 times at a 5° angle each step, thus covering the full 360 degree, 
which yields 7,200 object view images in total. Each image has a size of 128x128 pixels. The 
methods and results presented in the following sections all refer to this database. 

5.2 Decision tree construction 
Decision trees are a classic tool rooting in artificial intelligence and are mainly used for data 
mining purposes. Decision trees in our work are exploited to classify objects. For an in-
depth look into the structure of general decision trees and methods to generate them the 
reader is referred to (Quinlan, 1983), who was the first to introduce decision trees in his 
work and (Russel, 2003), who provides a quick and practice oriented overview of decision 
trees. 
We use a fast classification method in the first stage for our object recognition software 
exploiting binary decision trees. Decision trees, once trained, provide means to classify large 
amounts of objects (several thousands) in just a few milliseconds. The idea is to recursively 
divide the feature space into sets of similar sizes and feed these sets to nodes into the 
decision tree. To classify an object, the object features are matched with the class feature sets 
each node holds. Each node decides whether an object belongs to one (or none) of its two 
class-feature sets. The decision made by the node determines the next sub-tree, which has to 
deal with the classification. This process is repeated until a leaf-node is reached. The feature 
represented by this leaf node yields the class the object belongs to. Because the tree needs 
not necessarily be built up completely, whole class or feature sets can be represented by leaf 
nodes. 
We pursue a simple colour cluster driven approach to train the decision tree based 
classificators. The training data sets are taken out of the Coil100 image database. Although 
                                                 
1 http://www1.cs.columbia.edu/CAVE/software/softlib/coil-100.php 
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yielding high performance, the training of the decision trees proved to be difficult regarding 
classification quality, which is at 66% of correctly classified objects on average. This is 
mainly due to the simple colour based features we use. To gain the features, we apply Alg. 1. 
 

 
 

Each node divides the center of gravity set (and so the associated class set) into half. This 
way we achieve a runtime complexity of  with N denoting the number of 
classes and M the number of objects to classify. 
The problem of low classification quality can be mitigated by moving to decision forests (see 
Zhao, 2005). Decision forests integrate more than one decision tree into their decision 
process. These trees are trained with varying datasets which may lead to different 
classification results. Among all the trees in the forest a quorum is made and the decision 
taken which should be correct most likely; usually this is done by proclaiming the largest 
subset of trees, which made the same decision, the winning subset using their decision as 
the classification result. Applying this method raises the correctly classified objects rate to 
75%, but also increases the runtime complexity to  with k denoting the 
number of trees in the forest.  
The rate of correctly classified objects in this stage may seem to be quite low compared to 
other more sophisticated classificators found in literature, but it is important to note that we 
employ the pre-stage system only to speed up the later main-stage object recognition 
process. Every correctly recognized object at the end of this phase means, that no costly 
image transformation, and no exhaustive search through an image feature database 
comparing all the descriptor vectors with each other needs to be performed. Hence a 
classification rate of 66% to 75% means an overall time reduction of the entire system at 
almost the same rate. As we will show next, this will get us closer to the desired real-time 
behavior of the object recognition system.  
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5.3 Performance evaluation 
The two-stage image feature matching approach yields a very efficient object recognition 
method providing highly accurate results. The pre-processing of the algorithm drastically 
reduces the search-space at minimal computational costs of a few milliseconds. 
A typical feature match of a Coil-DB image with the SIFT feature database performs at 75ms. 
Applying the pre-processing, which yields 75% of correctly classified objects, which is the 
average rate for well trained decision forests in our implementation, the processing time 
reduces to 21ms. This time reduction is correlated linearly to the rate of correctly classified 
objects of the pre-processing phase and follows Eq. (19). 
 
 

feature distance correct positive false positive 

40,000 49.30% 0.00% 

60,000 65.38% 0.09% 

80,000 85.66% 1.74% 

100,000 95.10% 8.85% 

120,000 97.55% 31.78% 
 

Tab. 1. Results of the object recognition process employing SIFT image features. 

Tab. 1 shows some results regarding the object recognition ratio applying SIFT. It clearly 
shows the high accuracy and reliability employing SIFT features. The matching parameter 
denotes the threshold that is taken for feature comparison. Features are compared to each 
other using the squared Euclidian distance over the 128 dimensional feature vectors. Only 
feature distances that are below this threshold are considered to be equal enough to yield a 
match. As it can be seen, at a certain value of the threshold (in this particular case 100,000) 
we yield a rate of correctly classified objects of 95%. Increasing the threshold value any 
further increases the false positive rate of the matched features drastically (from 9% to 32%) 
yet improving the correct positive rate at only 2%. We averaged our results over several 
objects that were taken out of the Coil-100 database randomly. The images we used were to 
be found in a subset of the database that consisted of all objects and object views from an 
angle of 60°. Angles between 60° and 90° cannot be reliably matched with the SIFT operator 
anymore. Values beyond 90° are impossible to use with SIFT, because the object views now 
show their backside of the object whereas the reference object view shows its front side. For 
SIFT this is equivalent to a total occlusion of the object. The optimal feature distance for a 
concrete image set is determined experimentally and changes according to different 
environments. 
Exchanging the SIFT with the SURF operator the values from Tab. 1 stay almost the same 
(with only slight deviations), except for the even better run-time performance of the system. 
We could verify that the SURF operator is indeed almost 3 times faster than SIFT as stated in 
(Bay et al., 2006). The overall computation time of 21ms reduces to 10ms, if SIFT is replaced 
by SURF in the main-processing stage. 
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We also took our own image sets with standard CMOS cameras at standard sizes of 320x240 
pixels. The object recognition system is capable of processing at a rate of 11fps (SIFT) and 
16fps (SURF). This gets us closer to the desired real-time behaviour of 25fps, yet exploiting 
all the benefits of the SIFT and SURF operators. 

6. Conclusion and future work 
In this chapter we gave an overview about current object recognition methods exploiting 
scale-space transformation and showed an extension to the very reliable and accurate 
methods SIFT and SURF. We focused on speeding up these two operators even further 
targeting at real-time behaviour (at least 25fps for 320x200 pixel sized images). We used a 
pre-processing step exploiting decision trees to sort out as much data as possible in an early 
stage, trying to employ the costly SIFT and SURF matching process only at falsely 
recognized objects. We showed that this method is capable of further reducing overall 
computation time by the formulas given in section 5.1.  
We intend to use this hierarchical approach for use in an analysis by synthesis system (Todt, 
2008). This system is supposed to reliable detect real-world objects from synthetic three 
dimensional scene models, which are generated by a photo-realistic 3D lumigraph renderer 
for the synthesis part. The generation of this renderer uses the recently appeared PMD 
cameras (see Stommel & Kuhnert, 2006; Kuhnert et al., 2007). Because this is an iterative 
computational process approximating, the best synthesis parameters for a given real-world 
object, one faces hard real-time constraints. We are confident, that our approach presented 
in this paper embodies the potency to fulfil these constraints. 
We also plan on implementing this object recognition system on our mobile outdoor robot 
AMOR (see Kuhnert & Seemann, 2007; Seemann & Kuhnert, 2007) for passive object 
tracking purposes. It is supposed to support the active laser scanner sensors in tracking a 
vehicle that drives in front of AMOR. This is done by analyzing a constant video stream 
taken from a camera on the front side of the robot. Hard real-time constraints apply here as 
well. 
There are still many optimizations remaining, e.g. software parallelization exploiting 
modern multi-core processors has yet to be implemented. The filter operations in particular 
are excellent candidates for this approach, because there are no data dependencies. This also 
leads to purely GPU based image filter algorithms (see Staudt, 2008). Modern graphic cards 
have shown high potential in processing large streams of independent data. We hope in 
implementing these optimizations, the costs for image feature computation can be reduced 
even further and that we get closer to the above stated real-time behaviour. 
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1. Introduction 
Recently, three-dimensional (3-D) vision applications play an important role in industry and 
entertainment. Among these applications, interactivity and scene reality are the two key 
features affecting the 3-D vision performance. Depending on the nature of the applications, 
the interactivity with the users (or the players) can be regarded as an important need, for 
example, in the applications of 3-D games and 3-D virtual reality. On the other hand, 3-D 
vision scenes can be generated based on physical or virtual models. In order to improve the 
scene reality, a new trend in 3-D vision system is to generate the scene based on some 
physical or real-world models. 
For the 3-D reconstruction, research topics mainly focus on the static cases and/or the 
dynamic cases. For the static cases, the reconstructed scenes do not change with the 
observed scenes. For the dynamic cases, the reconstructed scenes change with the observed 
scenes. For both static and dynamic cases, the 3-D positioning of moving objects in the scene 
is the major component of obtaining the object states in the physical coordinate. A typical 3-
D positioning system is shown in Figure 1. Cameras shown in Figure 1 are used to capture 
the images of moving objects in the physical coordinate. The image acquisition rate of 
Camera X is denoted as Rate X. After one camera captures the images using its designated 
acquisition rate, the captured images are stored and analyzed in the computer. After 
analyzing the images, the object states, e.g., position and velocity, in the physical coordinate 
can be estimated by any 3-D positioning method. 
The 3-D positioning plays an important role of obtaining the object states in the physical 
coordinate. In general, cameras are designated as the input devices for capturing images. 
Fundamental components of 3-D positioning are shown in Figure 2. First of all, images are 
captured by the input devices such as cameras. Before the image acquisition, the camera 
calibration should be done. Based on the calibration result, the relationship between the 
physical coordinate and the image coordinate in the captured images can be obtained. Since 
the quality of the captured images may be influenced by noise, some image processes 
should be performed to eliminate the noise. After the image processing, the captured images 
can be analyzed to extract the object information for further 3-D positioning. Finally, any 3-
D positioning method is used to find the object states such as the position and/or velocity in 
the physical coordinate. 
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Fig. 1. A general 3-D positioning system 

Due to the limitation on computational load, data storage, and communication bandwidth, 
the image acquisition rate may not be able to set at the highest rate for each camera. For 
example, the computation load of estimating the object trajectory in the physical coordinate 
may be too heavy and the data storage of all the captured images for future image analysis 
may be huge. Hence, a method of properly controlling the image acquisition rate is required 
for the purpose of saving the memory cost and/or reducing the computational load. For 
designing a proper method to adaptively control the image acquisition rate, the object states 
in the image coordinate (after proper image processing) and/or in the physical coordinate 
(after proper image/positioning processing) should be considered in the acquisition rate 
control. Therefore, a rate control method as shown in Figure 2 is used to adjust the image 
acquisition rate based on the result of image analysis and the estimation of the object states. 
 

Image Acquisition Image Processing Image Analysis Estimation of 
3-D object location

Rate Control

 
Fig. 2. Fundamental components of 3-D positioning 

In this chapter, three methods of controlling the image acquisition rate are designed. With a 
suitable method for adjusting the acquisition rate, the ultimate goal is to reduce the 
computational load of the 3-D positioning, the memory cost, and the communication 
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bandwidth for the captured images. The first method is to adjust the image acquisition rate 
by analyzing the object states in the physical coordinate. The second method considers the 
adjustment by analyzing the object states in the image coordinate. The third method deals 
with the issue of acquisition asynchronization among multiple cameras. The proposed 
methodologies have been experimentally tested using a two-camera setup within the 
MATLAB programming environment. Performance of using the proposed methods has 
been compared with that of using fixed-rate methods. Experimental results show that the 
proposed approaches achieve satisfactory performance and reduce computational load and 
data storage. 

1.1 Outline 
The rest of the chapter is organized as follows. Section 2 surveys related research work in 
camera control, 3-D positioning, object extraction, esimation of object position, database 
analysis, and visualization interface. Section 3 presents the three control methods of 
adjusting image acquistion rate based on image and physical coordinates. Section 4 
illustrates experimental tests of the proposed image acqusition methods. Finally, Section 5 
summarizes this chpater and discusses future tasks. 

2. Related research work 
In the literature, key 3-D vision applications for controlling the image acquisition rate is the 3-
D positioning of moving balls. Similar methodology can be applied to other objects or 
scenarios. A general framework of the 3-D positioning system is shown in Figure 3. The 
performance of image acquisition mainly depends on camera control. Different camera control 
methods can decide the quantity and quality of the information contained from the captured 
images for further image analysis. After the image acquisition, the captured images can be 
analyzed by the 3-D positioning methods for extracting the object states contained in these 
images. Once the image analysis of the object states is obtained, the analyzed result is stored in 
the database and further visualization interface is used to generate a 3-D animation. Related 
research works on these issues are summarized in detail in the following. 
 

Ball Extraction Estimation of
3-D position

Database 
Analysis

Visualization
Interface

Image 
Acquisition

Camera Control 3-D ball
positioning steps

Object 
Extraction

Estimation of
3-D position

Database 
Analysis

Visualization
Interface

Image 
Acquisition

Camera Control 3-D Object
positioning steps

Ball Extraction Estimation of
3-D position

Database 
Analysis

Visualization
Interface

Image 
Acquisition

Camera Control 3-D ball
positioning steps

Object 
Extraction

Estimation of
3-D position

Database 
Analysis

Visualization
Interface

Image 
Acquisition

Camera Control 3-D Object
positioning steps

 
Fig. 3. General framework of 3-D image reconstruction system 

2.1 Camera control 
Images captured by cameras are used for further analysis in the 3-D reconstruction of scenes 
or the 3-D positioning of objects. Hence, the information obtained from the captured images 
is directly related to the issues on the location and the number to allocate these cameras. An 
example of the 3-D reconstruction from constrained views by using three cameras placed in 
the orthogonal directions is discussed in (Shin & Shin, 1998). 
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Generally speaking, the information in the captured images is influenced by the temporal 
and spatial factors. Hence, the information can be related to the image acquisition rate of 
cameras. If the image acquisition rate is high, more information can be obtained through the 
captured images. However, using a high acquisition rate takes much computational time for 
data processing and consumes a large amount of memory. Hence, properly controlling the 
image acquisition rate is a method that can reduce the computational load. 
The amount of information in captured images is related to the image acquisition rate of the 
cameras. If the image acquisition rate is high, more information can be obtained through the 
captured images. However, a high acquisition rate might take more computation time for 
data processing and more storage memory. Therefore, the control method for adjusting 
image acquisition rate could help reduce the computational load as well as storage size. 
Since this kind of control methods adjust the sampling rate of input devices, they are 
classified as the handling of the temporal factors. In general, the inputs of the control 
methods for adjusting image acquisition rate are the current status of process system such as 
the computational load, or the states of interested object that are obtained by analyzing the 
captured images. The criterion for adjusting image acquisition rate might depend on the 
percentage of computational load and/or the guaranteed amount of information in the 
captured images. For example, in (Hong, 2002), the criterion of the controlling the 
acquisition rate is specified as the amount of computational load and defined by the number 
of data management operations per unit time. 
For the zoom and focus control of cameras, the main goal is to maintain required 
information of the captured images in the spatial resolution. The input for the zoom and 
focus control method is often regarded as the percentage of the target shown in the image 
search region. For example, in (Shah & Morrell, 2004), the camera zoom is adjusted by the 
target position shown in the captured images. An adaptive zoom algorithm for tracking 
target is used to guarantee that a given percentage of particles can fall onto the camera 
image plane. 
On the other hand, the pan-tilt motion controls of camera deal with the issue of 
guaranteeing enough spatial and temporal resolutions in the captured images. The camera is 
commanded to track the target and the target is required to be appeared in a specific region 
of the captured images. The inputs for the pan-tilt motion controls are often regarded as the 
percentage of target appeared in the search region and the velocity of camera motion to 
track the target in order to guarantee real-time performance. In (Wang et al., 2004), a real-
time pan-tilt visual tracking system is designed to control the camera motion where the 
target is shown in the center area of the captured images. 

2.2 3-D ball extraction methods 
Commonly used methods to extract moving balls in the captured images can be classified 
based on the color information, geometric features of the balls, and the frame differencing 
technique. A comparison of related ball extraction methods is summarized in Table 1. 
 

Ball Extraction Method References 
Color information (Theobalt et al., 2004; Andrade et al., 2005; Ren et al., 2004) 
Geometric features (Yu et al., 2004; Yu et al., 2003b; D�’Orazio et al., 2002) 
Frame differencing (Pingali et al., 2001) 

Table 1. Methods of extracting ball movement from captured images 
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First of all, a ball detection method based on the color of balls is studied in (Theobalt et al., 
2004). The motion for a variety of baseball pitches is captured in an experimental 
environment where the floor and walls are covered with black carpet and cloth. Foreground 
object segmentation is facilitated by assigning the background with the same color. In order 
to record the rotation and spin of the ball along its trajectory, the entire surface of the ball is 
assigned with different markers. Similar idea used to track a ball by its color is also shown 
in (Andrade et al., 2005) and (Ren et al., 2004).  
Secondly, the ball extraction can also be achieved by related geometric features of the ball. In 
(Yu et al., 2004) and (Yu et al., 2003b), several trajectory-based algorithms for ball tracking 
are proposed. From recorded image sequences, the candidates of possible ball trajectory are 
extracted. These trajectory candidates are detected by matching all the ball features such as 
circularity, size, and isolation. In (D�’Orazio et al., 2002), a ball detection algorithm based on 
the circle hough transform of the geometric circularity is used for soccer image sequences. 
Another method proposed in (Pingali et al., 2001) is based on the frame differencing 
between current and previous images. Supposing that the balls move fast enough and the 
background does not change, the balls in the foreground can be extracted by comparing the 
image sequences. 

2.3 Estimation of 3-D ball position 
Based on the extraction results, the ball states such as position and velocity can be estimated. 
Typical 3-D ball positioning methods include triangulation, trajectory fitting by physical 
models, and the estimation of the ball position by the Kalman filter. Related methods for the 
ball positioning are summarized in Table 2. 
 

Methods for Ball Positioning References 
Triangulation (Ren et al., 2004) 
Trajectory fitting to physical models (Ohno et al., 2000) 
Kalman filter (Yu et al., 2003a) 

Table 2. A comparison of different estimation methods for ball positioning 
In (Ren et al., 2004), the 3-D positioning of a soccer is achieved by intersecting a set of two 
rays through two cameras and the observed ball projection on the ground in the images. 
Since these two rays usually have no intersection, a 3-D position of the object is employed as 
the point that has a minimum distance to both of these two rays. 
In (Ohno et al., 2000), the ball position in a soccer game is estimated by fitting a 
mathematical ball model in the physical coordinate. The estimated position in each image 
frame depends on the initial position and the initial velocity of the ball in the physical 
coordinate. The overall trajectory of the soccer can then be determined by the equation 
specified by the gravity, air friction and timing parameters.  
In (Yu et al., 2003a), the ball positions in the 3-D space are predicted by the Kalman filter 
which utilizes the information of past measured positions. By iteratively estimating the ball 
positions, the whole ball trajectory can be generated. 

2.4 Database analysis  
Database analysis focuses on calculating ball positions in all captured images or recorded 
video. Once all the ball positions are estimated, further analysis on the changes of ball 
trajectory can be obtained. For example, from the ball positions in the analyzed images or 
the ball trajectories in the physical coordinate, the speed and orientation can be calculated. 
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In (Shum & Komura, 2004), the speed and orientation of a baseball between two image 
frames are analyzed. The key events in a match can then be observed by reconstructing the 
baseball trajectory from the database. In (Yu et al., 2003b), the curves of soccer velocity in a 
match are generated for the analysis of special events. When a person touches the soccer, the 
trajectory of the soccer generates a local minimum point that changes with time. The local 
minimal velocity points in a velocity curve may also be caused by the ball bouncing that 
changes the soccer direction. The information of these events can help analyze the game 
strategy. 

2.5 Visualization interface 
The visualization interface is designed for users to watch the reconstructed animation such 
as the ball trajectory or the landing positions of a ball. In (Pingali et al., 2000), the authors 
show a virtual replay of a tennis game and the landing position. In (Pingali et al., 2001), a 
virtual replay environment which can let the users watch a replay at any speed and from 
any viewpoint is designed. Since the database stores all the ball information, the users can 
decide to visualize any interesting part of the game independently. If a visualization 
interface can also take into account of the practical situation in a match, the reality of the 
visualization can be improved. For example, an enrichment system of visualization interface 
is proposed in (Yan et al., 2004). This system can reconstruct a sport game in 3-D display and 
enrich the performance with related music and illustrations. Hence, the users can enjoy a 
comfortable viewing experience through a better visualization interface. 
In this chapter, the methods for controlling image acquisition rate are designed. In order to 
test the control methods, several case studies of the 3-D object positioning are proposed. The 
ball extraction methods are based on the color information of the objects. Also, the 
triangulation method is used to estimate the position of balls in the physical coordinate. The 
visualization interface for the virtual replay of object positions is performed in the MATLAB 
programming environment. 

3. Methods for controlling image acquisition rate 
By selecting an appropriate image acquisition rate, the computational load of the 3-D 
positioning as well as the memory cost can be reduced. The proposed methods are based on 
the states of moving objects by analyzing the sequence of images obtained from the cameras. 
Two categories of information are used for designing the rate control methods. The first one 
is based on the object states in the physical coordinate and the second one is based on those 
directly in the image coordinate of captured images. Since multiple cameras are used and 
may have different acquisition rates, the captured images may not be synchronized. Hence, 
two types of reconstruction mechanisms are used for the information obtained in the image 
coordinate. Furthermore, a criterion is proposed to judge the performance of different image 
acquisition rates 

3.1 Control method based on object states in the physical coordinate (case A)  
After the 3-D positioning, the object states such as position and velocity in the physical 
coordinate can be computed. These object states can then be used as the key information for 
deciding the image acquisition rate. For example, when an object moves fast, the image 
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acquisition rate should be set as high as possible to capture the object motion clearly. If an 
object moves slowly or is only in a stationary status, a high acquisition rate is not required. 
Using a high acquisition rate may waste the memory storage and the computational cost in 
image processing. On the other hand, using a low acquisition rate may lose the reality of the 
object motion. Hence, in order to balance the tradeoff between the computational cost and 
the accuracy of the 3-D positioning result, the control method for adjusting different image 
acquisition rates should be properly designed. 
The proposed procedure is discussed in detail in the following. First of all, images are 
captured by multiple cameras. Since the quality of captured images may be influenced by 
noise, a spatial Gaussian filter is then used to smooth the captured images within the RGB 
color channels. Based on a set of predefined features of the objects in terms of the RGB color 
channels, the moving objects can be extracted from the images. After the objects are 
extracted, the region occupied by the objects in a captured image is stored in a new gray-
scale image. These gray-scale images can be further transformed into binary images by a 
specific threshold value. Some lighting influences on the objects may change the result of 
color analysis on the object surfaces. The object surfaces in the binary image might not be 
necessarily shown in a regular shape. Hence, the image dilation method can be used to 
enlarge the analyzed image area, and to improve the object shapes in these binary images. 
Finally, by the triangulation approach on the images, a set of 3-D information about the 
objects in the physical coordinate can be computed. Also, since the time of captured images 
and the corresponding estimated object position are recorded, the object velocity in the 
physical domain can be estimated. By analyzing the position and velocity of the object, the 
image acquisition rate for the next frame can then be adjusted based on the computed 
information. 
In this case (named as Case A), the key feature of controlling the image acquisition rate is to 
analyze the object states in the physical coordinate. Assume that there are N levels of image 
acquisition rates, and each level only represents a specific range of values for the object 
states. Hence, by analyzing these object states, a corresponding image acquisition rate can be 
determined. Figure 4 shows an example of the mapping between the ball velocity (i.e., the 
object state) and the set of image acquisition rates. V0, V1, V2 ,�…, VN, are the values of ball 
velocity in the physical coordinate. Rate 1, Rate 2, �…, Rate N, are different levels of image 
acquisition rates arranged from the lowest value to the highest value. By analyzing the ball 
velocity, the corresponding image acquisition rate can be determined. That is, if the ball 
velocity is between Vi-1 and Vi, the corresponding image acquisition rate is set as Rate i. 
 
 

�…�…�…�…�…�…�…�…�…�…�…�…�…

Ball Velocity

(Slowest ) (Fastest)

Rate 2 Rate 3 Rate N

V1 V2 V3
VN-1 VN

�…�…

V0

Rate 1  
 

Fig. 4. An example of mapping different image acquisition rates by the ball velocity (object 
state) 
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The pseudo code of the control algorithm for an example of three levels of acquisition rates 
is shown in Figure 5, where related variables used are defined in Table 3. The cases with 
more levels of image acquisition rates can be easily extended. Also, all the cameras are 
designed to adjust their image acquisition rates at the same time. For generating a complete 
replay, the object positions in the physical coordinate that are not calculated in the 3-D 
positioning can be predicted by using methods such as interpolation, extrapolation, or data 
fitting. 
 

 
 
Fig. 5. Pseudo code of the algorithm in Case A 

When the objects are far away from the cameras and move in a similar direction, the objects 
shown in the corresponding image coordinate are almost stationary. That is, the objects may 
move fast in the physical coordinate, but the information shown in the corresponding image 
coordinate does not reveal the fact. Therefore, the 3-D positioning result may not reveal 
correct object states in the physical coordinate. The type of failure is due to that little image 
information is used for the 3-D positioning. Hence, the control method should be modified 
to reflect the richness of image information from each individual camera. The amount of 
image information should be regarded as a decision factor for controlling the acquisition 
rate. The modified control methods are discussed in the following sections. 
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Symbol Definition Unit 

KC  index of camera ( 1 ~ )K n  none 

KC
F  the image acquisition rate for the specific index of camera times/sec 

max( )
KC

F  
the maximum image acquisition rate of the all cameras 

K
C ( 1 ~ )K n  times/sec 

LF  the specific low level of image acquisition rate times/sec 

NF  the specific normal level of image acquisition rate times/sec 

HF  the specific high level of image acquisition rate times/sec 

iT  the recorded time of the captured image which is index i  sec 

LT  
the corresponding image acquisition time to the lower level of 

image acquisition rate ( 1 / )L LT F  sec 

NT  
the corresponding image acquisition time to the normal level of 

image acquisition rate ( 1 / )N NT F  sec 

( )P t  the object velocity in the pixel coordinate domain at time t  pixel/sec 

( )
KCP

P t  
the predictive object velocity in the image domain at time t  (the 

subscript KC  means the index of camera) pixel/sec 

SP  the threshold value of slow object velocity in the image domain pixel/sec 

FP  the threshold value of fast object velocity in the image domain pixel/sec 
( )V t  the object velocity in the physical coordinate at time t  mm/sec 

( )PV t  the predictive object velocity in the physical coordinate at time 
t  mm/sec 

SV  the threshold value of slow object velocity in the physical 
coordinate mm/sec 

FV  the threshold value of fast object velocity in the physical 
coordinate mm/sec 

Table 3. The meanings of the symbols in the control algorithm 

3.2 Control method based on object states in the image coordinate  
(case B and case C)  
In Case A, the method for controlling the image acquisition rate is based on the object states 
in the physical coordinate. In this section, novel methods to control the image acquisition 
rate directly based on the object states in the image coordinate are proposed. The reason of 
using the object states in the image coordinate is that the acquisition rates can be effectively 
adjusted based on the actual available information instead of the projected information in 
the physical coordinate. Based on different synchronization scenarios among the cameras, 
two cases for adjusting the image acquisition rates are discussed. In the first case (named as 
Case B), each camera adjusts the image acquisition rate independently to other cameras, 
while in the second case (named as Case C) all the cameras adjust their image acquisition 
rates cooperatively. 
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3.2.1 Independently controlling image acquisition rate (case B)  
In Case B, each camera is designed to control its image acquisition rate independently based 
on the information in the image coordinate. The object states are first analyzed 
independently in the image coordinate of each camera and then each camera adjusts the 
acquisition rate based on the significance of the analyzed image. The significance can be 
used as a function of the mobility or the geometric feature of the object. Since all the cameras 
do not capture image simultaneously, the numbers of captured images at each camera are 
neither the same nor synchronized. Hence, during the 3-D reconstruction, the images from 
some cameras may be missed. To overcome this drawback, an interpolation or extrapolation 
method should be applied for those missing images. The advantage of only capturing the 
most significant images is to reduce the computational load for reconstructing useless 
images in the physical coordinate, and/or the transmission bandwidth. The algorithm for 
the adjustment of three-level image acquisition rates is shown in Figure 6. The definition of 
the variables in the algorithm is also listed in Table 3. Cases with more levels of image 
acquisition rates can be easily extended. 
 

 
Fig. 6. Pseudo code of the algorithm in Case B 

In Case A, all the cameras adjust their image acquisition rates simultaneously, so that the 
captured images are always in pairs for further processing. Hence, the object states in the 
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physical coordinate can be directly reconstructed. In Case B, since these cameras adjust their 
image acquisition rate independently, the acquisition efficiency of each camera could be 
improved, but the captured images may not be necessarily in pairs. The missing images can 
be recovered by an interpolation or extrapolation estimation based on the captured images. 
Therefore, the 3-D reconstruction of the objects in the physical coordinate can also be 
performed.  
However, in some scenarios, if the reconstruction by interpolation or extrapolation 
generates unacceptable errors, it is advised to increase the acquisition rates of some cameras 
in a cooperative way. The cooperation increases the acquisition rates of some cameras and 
hence improves the reconstruction performance. However, the total number of captured 
images is still smaller than that in Case A. Therefore, the computational cost is still reduced. 
The cooperation mechanism is discussed in next section. 

3.2.2 Cooperatively controlling image acquisition rates (case C)  
In this case, the method for controlling image acquisition rate is also based on the 
information obtained in the image coordinate. In additions, all cameras try to adjust its 
image acquisition rate synchronously. In order to achieve the synchronization, these 
acquisition rates should first be compared. The comparison works as follows. Each camera 
first predicts an image acquisition rate for the next image frame. The control algorithm then 
compares the prediction of each camera and then a designated image acquisition rate is 
chosen as the highest of all the predicted image acquisition rates. Finally, all the cameras 
adjust to their acquisition rates synchronously. Therefore, the captured images from all the 
cameras can be used for the 3-D reconstructions simultaneously. 
The algorithm for the case of three levels of image acquisition rates is shown in Figure 7.  
The definition of the variables in the algorithm is also listed in Table 3. Cases with more 
levels of image acquisition rates can be easily extended. Initially, all the cameras are set to 
the higher level of image acquisition rate and, hence, capture some images in the meantime. 
Therefore, the set of captured images are in pairs. After that, the image is further analyzed 
and, because the image information obtained is different among these cameras, each camera 
may adjust its acquisition rate independently. Next, at each camera, the image acquisition 
rate for the next image frame is analyzed and predicted based on the captured images. In 
order to capture the next image frame synchronously, all the cameras are adjusted to the 
highest level of all the predicted image acquisition rates and the image frames can be 
guaranteed to be captured at the same time. 
By using this algorithm, the cameras can compare their predicted image acquisition rates 
and adopt the highest rate for the next image frame. Since the algorithm in Case C adjusts 
the image acquisition rate before analyzing the object information in the physical 
coordinate, this algorithm could performs more efficiently than that of Case A. A 
preliminary comparison of the three control algorithms is listed in Table 4. 
In addition to the synchronization effect and reconstruction performance, other factors can 
also be considered when selecting a suitable algorithm for controlling the image acquisition 
rate. The most important concept is that the adjustment of the acquisition rate should 
depend on the image quality captured by each camera. In order to characterize the outcome 
of the proposed control methods, a performance criterion is proposed in the next section. 
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Fig. 7. Pseudo code of the algorithm in Case C 
 

 Case A Case B Case C 
The time to carry out the algorithm Long Short Normal 

Are captured images always in pairs? Yes No Yes 
 

Table 4. The comparison of control algorithms designed in this study 

3.3 Criterion for characterizing image acquisition  
These methods proposed for controlling the image acquisition rate could reduce 
computational cost and memory space for the captured images. For the 3-D positioning, the 
object position, for example, in the physical coordinate can be estimated based on the 
information of analyzing the captured images. In order to compare the performance of 
different control methods, the following criterion is designed: 

 s dR W s W d  (1) 
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where s  denotes the saving percentage of image quantity, d denotes a reference value 
representing the percentage of image distortion, and ,s dW W  are two weighting factors. 

Specifically, s can be described as follows: 

 1

2

1 ,
N

s
N

 (2) 

where N1 denotes the number of captured images when carrying out the control method and 
N2 denotes the number of captured images when all the cameras are set at the highest 
acquisition rate. For example, if 240 images are captured using the highest acquisition rate, 
and only 200 images are recorded by performing one of control methods, then the 
percentage of image saving is estimated as follows: 

200
1 0.167 16.7%.

240
s  

Furthermore,  sW can be regarded as a function of memory saving. For example, the function 
can be defined as follows: 

 ( ),sW  (3) 

where  1 2/M M  and 1M   denotes the quantity of memory used to record all the captured 

images by using the highest acquisition rate, and 2M denotes the quantity of memory 

assigned by the computer in advance. For example, if it needs 100MB to record all the 
captured images and the memory size assigned by the computer is 80MB,  can be 
calculated as follows: 

100
1.25.

80
 

If 1  , then saving the number of captured images can be considered an important goal.   

dW  can be regarded as a function of the object states and the image acquisition rate. For 
example, dW  is described as follows: 

 ( , ),dW v k  (4) 

where v  characterizes the object states such as position or velocity, and k  is the highest 
acquisition rate used in a practical application. If the object states have a large impact on the 
image processing (for example, the object speed is large), and the image acquisition rate is 
low, it is likely that the outcome of the image processing will be distorted and the value of   

dW  should be increased. In summary,  sW s  can be regarded as the advantage for carrying 

out the control method, while dW d  can be regarded as the disadvantage for carrying out 

the control method. 
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When the value of R  is equal to zero, the performance of the control method is just the same 
as that without any acquisition rate control because all the images are just captured by the 
highest image acquisition rate and occupy all the available memory. Hence, in order to 
guarantee the performance of the control method, the value of R  should be a positive 
number. If several control methods are available for the users to choose, they can be 
compared based on the criterion. 

4. Experimental results 
In this section, the 3-D positioning of solid balls are experimentally tested for the three 
methods of controlling image acquisition rates. The test-bed is shown in Figure 8(a). The 
image coordinates of the two cameras is shown in Figure 8(b), where the camera centers are 
denoted as P1 and P2, respectively, and 1 and 2 are the image frames of the two camera, 
repsectively. Since three balls of different colors are used in these experiments, the 
foreground object segmentation can be easily performed. The background of the scene is 
only white broads. Also, two cameras are used to capture the images which are stored and 
analyzed at one single computer. 
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(a)                                                                                 (b) 

Fig. 8. (a) A snapshot of experimental environment for 3-D positioning, (b) the image 
coordinates of the two cameras 

In this study, assume that the radius of these balls is known in advance. Hence, the goal of 
the 3-D positioning is only to identify the center of these balls. In order to locate the ball 
centers in the physical coordinate, the ball center shown in each camera should be processed 
first by proper image processing operations. Once the position of the ball center in the image 
coordinate of each camera is found, the position of ball center in the physical coordinate can 
then be computed by the triangulation method used in the 3-D mapping. 

4.1 Image processing results  
The captured images are stored in the memory of the computer and processed by the image 
processing step. First of all, the original captured images loaded from the memory are full-
color images, i.e., with red, green and blue color channels. The spatial Gaussian filter is then 
used to process these color channels, independently. In order to distinguish these three balls 
shown in the image, each ball is identified from the image by the color analysis. Supposing 



Image Acquisition Rate Control Based on Object State Information in  
Physical and Image Coordinates 

 

245 

that a ball region is extracted after the color analysis, the region is stored and transformed 
into a gray-scale image. The gray-scale image can be further transformed into a binary 
image. Finally, the image dilation method is used to further characterize the shape of ball 
region shown in the binary image. 
In the color analysis step, all pixels in a captured image are processed by a color analysis 
method. That is, a pixel shown in the captured images can be judged as either a part of color 
ball or a part of background. When a pixel does not belong to the region of the three balls, 
the pixel is regarded as a part of background. This color analysis method is designed to 
process all pixels in the captured image. Supposing that the balls are not blocked by others, 
this color analysis method can identify every ball region. An example of using the color 
analysis method to find a ball region is shown in Figure 9. 
In Figure 9(a), an original captured image is shown. Next, the extraction result of the green 
ball is shown in Figure 9(b), where a binary image is obtained. It is clear that the ball shape 
is incorrect after the color analysis. Hence, the image dilation method is used to further 
improve the result of ball region extraction. The result after the image dilation is shown in 
Figure 9(c), where the ball shape is better than that shown in Figure 9(b). 
 

 
(a) 

   
(b)                                                                           (c) 

Fig. 9. The results of ball extraction and image dilation in the captured image. (a) The 
original image. (b) After ball extraction. (c) After image dilation 

4.2 3-D positioning results  
In this study, the target for 3-D positioning are the centers of the balls. In order to find the 
positions of ball centers in the physical domain, the ball centroid shown in images are first 
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calculated by the image processing step discussed in previous section. Once the positions of 
ball centroid shown in images are found, the position of ball center in the physical domain 
can be found by the triangulation method. Supposing that a ball center s  is the target for 3-
D positioning, an example of the corresponding points of s  in the image planes of the two 
cameras used in this study is shown in Figure 10. 
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Fig. 10. An example for describing the corresponding points of a ball center in the image 
planes 

The centers of the two camera coordinate domains are denoted by P1 and P2, respectively, 
and the image planes are denoted by 1 and 2, respectively. Assume that the range of the 
image plane is 320*240 in pixel and the center of the image coordinate is then denoted as 
(160, 120). The focal length is denoted by f. The ball center s is the target of the 3-D 
positioning, and the corresponding point of s shown in the two image coordinates are 
denated as s1 and s2, respectively. Hence, the coordinates of s1 and s2 in 1 and 2, 
respevtively, can be described as follows: 

 1 1 1( , )s x y  (5) 

 2 2 2( , )s x y  (6) 

Supposing that the unit of the focal length f is in terms of pixel, the two 3-D vectors T1 and 
T2 can be described as follows 

 1 1 1( 160, 120, )T x y f  (6) 

 2 2 2( 160, 120, )T x y f  (7) 
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where T1 denotes the 3-D vector from P1 to s1 and T2 denotes the 3-D vector from P2 to s2. 
After finding the two vectors, the position of s can be calculated by the triangulation method 
as shown in Figure 11. 
In Figure 11, the coordinate domain is in the physical domain. Line L1 in the physical 
domain can be determined by the information of Point P1 and Vector T1. Line L2 in the 
physical domain can be determined by the information of Point P2 and Vector T2. On Line 
L1, s1�’ is the point closest to Line L2, and, on Line L2, s2�’ is the point closest to Line L1. Point s 
is the target point for 3-D positioning and is calculated by finding the midpoint of s1�’ and s2�’.   
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Fig. 11. An example of finding the position of ball center in the physical domain by the 
triangulation method 

After all the captured images are processed by the 3-D positioning step, the trajectories of 
these balls can be reconstructed in a virtual environment, for example, in the 3-D plotting in 
MATLAB. In the virtual environment, these balls can be shown in different viewpoints. An 
example of the 3-D positioning for the three balls is shown in Figure 12. The original 
placement of the three balls is shown in Figure 12(a), and the 3-D positioning result in the 
virtual environment from three different viewpoints are shown in Figure 12(b), (c), and (d), 
respectively. 
For testing the three cases of rate control, three levels of image acquisition rates are used. 
They are characterized as the higher level: 4 frames/sec, the normal level: 2 frames/sec, and 
the lower level: 1 frames/sec. In each case, twenty experiments are tested for 60 seconds. In 
each test, the ball velocity in the physical coordinate can be calculated based on the 3-D 
positioning of the ball center and the sampling time interval.  Hence, two threshold values   

SV and FV   used in Case A can then be determined based on the analyzed data. In the study,   

SV and FV  are set as 32.47 and 48.46 mm/sec, respectively. Similarly, the threshold values   

SP and FP   used in Case B and Case C are set as 9.80 and 17.05 pixel/sec, respectively. 
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Fig. 12. An example of the 3-D positioning of the three balls. (a) A snapshot of the original 
placement. (b) The 3-D positioning reconstructed in the MATLAB environment. (c)  and (d) 
The 3-D positioning results shown in the different viewpoints 

Furthermore, for the evaluation of the control methods, the root-mean-square-error (RMSE) 
of the difference between the tests with and without rate control is calculated. The definition 
of RMSE is described as follows: 

 2

1

1
�ˆ( )

n

i i
i

RMSE q q
n

 (8) 

where n is the number of predicted results, q denotes the original image quality, and   
�ˆq denotes the predicted image quality. When there are no corresponding images, the 3-D 

positioning results are estimated by the interpolation, extrapolation, or data fitting to a line 
by the least squares approximation. 
In this study, the three control methods discussed in Section 3 are performed and compared 
by the average value of RMSE. In each case, five similar experiments are performed. The 
images in the five experiments are captured first by the higher level of image acquisition 
rate. Each experiment lasts for 60 seconds and 240 images are captured in each experiment. 
The result of the percentage of image saving is shown in Table 5. Since the original 3-D 
positioning results in the five experiments are calculated in advance, the values of RMSE for 
different control methods can be calculated. By using the interpolation method to predict 
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unknown 3-D positions, the calculated results for RMSE is shown in Table 6. By using the 
extrapolation method to predict unknown 3-D positions, the calculated results for RMSE is 
shown in Table 7. Finllay, by using the method of least squares approximation to predict 
unknown 3-D positions, the calculated results for RMSE is shown in Table 8. Also, the 
timing data of the image acquisition by uisng the three control methods and the fixed rate 
cases are shown in Figure 13. 
When all the images are captured by a fixed, normal image acquisition rate, the percentage 
of image saving is the smallest. In Case C, the image acquisition rate is adjusted before 
comparing the image processing result of the two cameras. Once one camera determines the 
time to capture next image, the other camera also capture the image no matter what its 
original decision is. Hence, the percentage of image saving for Case C is smaller than that of 
Case A and Case B. 
For the prediction performance, since Case C acquires more images than Case A and Case B 
do, the RMSE for Case C are smaller than those for Case A and Case B. In Case B, the two 
cameras do not utilize identical image acquisition rate synchronously. Hence, the position of 
the ball in the image coordinate is then predicted. In Case A and Case B, the image 
acquisition rate for the two cameras is adjusted synchronously. Therefore, the RMSE in Case 
B is larger than those Case A and Case C. 
 

 Percentage of image saving 
Index of 

experiments Case A Case B Case C Fixed rate 
(normal level) 

Fixed rate 
(lower level) 

1 71.67% 70.42% 52.08% 50% 75% 
2 71.67% 70.21% 54.58% 50% 75% 
3 72.50% 70.21% 56.67% 50% 75% 
4 72.92% 70.63% 63.75% 50% 75% 

5 72.92% 68.13% 52.08% 50% 75% 

Average 72.34% 69.92% 55.83% 50% 75% 

Table 5. The percentage of image saving in the experiments 
 

 RMSE (by the interpolation method)  (Unit: mm) 
Index of 

experiments Case A Case B Case C Fixed rate     
(normal level) 

Fixed rate    
(lower level) 

1 32.122 63.279 25.957 22.951 33.863 
2 33.417 54.744 33.129 22.347 35.781 
3 29.328 47.472 26.531 20.588 30.771 
4 33.403 68.569 32.773 23.019 34.769 
5 31.169 109.168 27.352 21.224 32.368 

Average 31.888 68.646 29.142 22.026 33.510 

Table 6. The RMSE of prediction performance when all unknown 3-D positioning results are 
predicted by the interpolation method 
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 RMSE (by the extrapolation method)  (Unit: mm) 
Index of 

experiments Case I Case II Case III Fixed rate     
(normal level) 

Fixed rate    
(lower level) 

1 56.811 148.509 57.446 43.265 59.658 
2 67.293 103.541 63.782 44.111 63.331 
3 60.500 109.406 57.555 36.308 55.947 
4 59.374 134.716 67.257 41.649 55.583 
5 61.874 225.318 58.105 39.891 61.883 

Average 61.170 144.298 60.229 41.045 59.280 

Table 7. The RMSE of prediction performance when all unknown 3-D positioning results are 
predicted by the extrapolation method 

 
 RMSE (by the method of data fitting to a line)  (Unit: mm) 

Index of 
experiments Case A Case B Case C Fixed rate     

(normal level) 
Fixed rate    

(lower level) 
1 56.628 122.772 51.346 39.219 56.959 
2 62.361 103.874 63.106 41.516 59.385 
3 57.299 102.364 52.468 36.267 53.805 
4 59.218 136.043 59.807 38.435 54.829 
5 56.965 210.031 53.714 41.380 56.788 

Average 58.494 135.017 56.088 39.363 56.353 

Table 8. The RMSE of prediction performance when all unknown 3-D positioning results are 
predicted by the method of data fitting to a line 

Finally, the performance criterion, defined in Section 3.3, of these three cases is summarized 
in Table 9. The performance criteria in Case A are larger than those in Case B and Case C. 
Hence, the performance of Case A is the best. Also, it is advised to use a control method 
with a positive R. Therefore, the performance of Case B is not good enough. Also, the 
statistic suggests that the performance of using interpolation to predict the missing data is 
better than that of using extrapolation and data fitting. 
 

R  
Case A Case B Case C 

Interpolation 0.2440 -0.1614 0.1139 
Extrapolation -0.1842 -1.0421 -0.3477 
Data fitting -0.1520 -0.9354 -0.2723 

Table 9. The performance criterion R 

In summary, Case A has a better result in the percentage of image saving and the 
performance criterion. For Case B, due to the asynchronization in image acquisition, the 3-D 
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positioning results cannot be predicted properly and may generate bigger errors than that in 
Case A and Case C. Therefore, if the cameras can be placed in an appropriate position to 
avoid the problem of obtaining too little object information, Case A should be a better choice 
for practical application than Case C. 
 

0 10 20 30 40 50 60
0

1

2

3

4

5

6

7

Time (sec)

In
de

x 
of

 D
iff

er
en

t C
as

es

Compare the  control methods  with the cases of fixed rate

Y-Axis Index- "1"--Fixed Rate(All Higher Level)
Y-Axis Index- "2"--Fixed Rate(All Normal Level)
Y-Axis Index- "3"--Fixed Rate(All Lower Level)
Y-Axis Index- "4"-- Case I
Y-Axis Index- "5"-- Case II
Y-Axis Index- "6"-- Case III

 
0 10 20 30 40 50 60

0

1

2

3

4

5

6

7

Time (sec)

In
de

x 
of

 D
iff

er
en

t C
as

es

Compare the  control methods  with the cases of fixed rate

Y-Axis Index- "1"--Fixed Rate(All Higher Level)
Y-Axis Index- "2"--Fixed Rate(All Normal Level)
Y-Axis Index- "3"--Fixed Rate(All Lower Level)
Y-Axis Index- "4"-- Case I
Y-Axis Index- "5"-- Case II
Y-Axis Index- "6"-- Case III

 
(a)                                                                            (b) 

0 10 20 30 40 50 60
0

1

2

3

4

5

6

7

Time (sec)

In
de

x 
of

 D
iff

er
en

t C
as

es

Compare the  control methods  with the cases of fixed rate

Y-Axis Index- "1"--Fixed Rate(All Higher Level)
Y-Axis Index- "2"--Fixed Rate(All Normal Level)
Y-Axis Index- "3"--Fixed Rate(All Lower Level)
Y-Axis Index- "4"-- Case I
Y-Axis Index- "5"-- Case II
Y-Axis Index- "6"-- Case III

 
0 10 20 30 40 50 60

0

1

2

3

4

5

6

7

Time (sec)

In
de

x 
of

 D
iff

er
en

t C
as

es

Compare the  control methods  with the cases of fixed rate

Y-Axis Index- "1"--Fixed Rate(All Higher Level)
Y-Axis Index- "2"--Fixed Rate(All Normal Level)
Y-Axis Index- "3"--Fixed Rate(All Lower Level)
Y-Axis Index- "4"-- Case I
Y-Axis Index- "5"-- Case II
Y-Axis Index- "6"-- Case III

 
(c)     (d) 

0 10 20 30 40 50 60
0

1

2

3

4

5

6

7

Time (sec)

In
de

x 
of

 D
iff

er
en

t C
as

es

Compare the  control methods  with the cases of fixed rate

Y-Axis Index- "1"--Fixed Rate(All Higher Level)
Y-Axis Index- "2"--Fixed Rate(All Normal Level)
Y-Axis Index- "3"--Fixed Rate(All Lower Level)
Y-Axis Index- "4"-- Case I
Y-Axis Index- "5"-- Case II
Y-Axis Index- "6"-- Case III

 
(e) 

Fig. 13. The timing comparison for different image acquisition mechanisms by using the 
three control methods and the fixed rate cases. (a)-(e) The five experiments performed 

5. Conclusions and future work 
In this study, three methods for controlling image acquisition rate are designed and 
analyzed. In order to verify the control methods, the 3-D positioning of balls is used to 
compare the performance of the three control methods in terms of the percentage of saving 
images and the accuracy of the 3-D positioning results. Experimental results show that the 
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calculating results for the percentage of saving images in Case C is smaller than that in Case 
A and Case B. However, since Case C adopts more images to predict the motion of the balls 
in the physical domain, the accuracy of the 3-D positioning result in Case C is better than 
that in Case A and Case B. The accuracy for the 3-D positioning result for Case B is worse 
than that in Case A and Case C. In order to compare the performance of the three cases, a 
performance criterion for judging these control methods is proposed. In practical 
applications, cameras should be placed or moved in an appropriate position to avoid the 
problem of getting too little object information from the images. 
In the future, the following three tasks can be further performed. The first task is to use 
advanced mathematical methods for predicting the positions of the interested objects in 
the physical domain. The second task is to design more advanced control methods for 
better characterize the object states. The third task is to test the scenarios with more 
cameras and interested objects for testing the complexity achieved by the proposed 
control methods. 
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1. Introduction  
Visual tracking of complex objects has been studied extensively in the field of robot vision, 
visual servoing, and surveillance. Detection of reliable low level visual features has been 
crucial, in the literature, for the stability of tracking in cluttered scene. However, using only 
low level features for tracking tends to be illusory for practical vision systems, and the 
selection of reliable visual features is still an important unsolved issue. 
In recent studies it has been stressed the importance of high-level features in guiding control 
for long-duration tracking (Matsugu et al., 2006; Li et al., 2007; Yang et al., 2007), computer 
vision (Sun & Fisher, 2003), and visual search (Lee et al., 2005). Recent cognitive neuro-
psychological as well as brain imaging studies also revealed a role of top-down attention in 
visual search task in human vision system (Patel & Sathian, 2000; Hopfinger et al., 2000; 
Corbetta & Shulman, 2002; Navalpakkam & Itti, 2006). 
In this chapter, we present a new object tracking vision system that incorporates both top-
down and bottom-up attention processes. Tracking a specific object using both low-level 
and high-level features is not new and was previously studied (Isard & Blake, 1998) in a 
stochastic framework. The proposed active vision system in this chapter is task-oriented and 
tracks a specific object (i.e., person). The tracking process is initiated by the top-down 
process which is activated by robust object detection module (Matsugu & Cardon, 2004; 
Matsugu et al., 2004). Subsequent feature selection for tracking involves simultaneous 
consolidation mechanism between higher level complex features (e.g., face) obtained from the 
top-down process and low level features from the bottom-up process (detailed description is 
in Section 3). The active vision system controls eye movement based on prediction of an 
attended object�’s location by the above processes. 
Main contribution of this chapter is that we propose a stable object tracking algorithm 
involving selective attention together with FF and FB hybrid control that enable smooth and 
saccadic pursuit. Specifically, we introduce a coherency measure of tracking features. 
Tracking using such measure ensures stability and fast recovery from failure (missing the 
object to be tracked) by way of consolidation among bottom-up and top-down attention cues. 
For the bottom-up feature-based prediction of tracked object, we use local color histogram, 
and histogram intersection (Swain & Ballard, 1991; Birchfield & Rangarajan, 2005) is used 
for feature matching. High-level, top-down feature for tracking is defined as detected face 



 Computer Vision 

 

256 

location and its predicted location. The coherency measure is used also for feature selection 
resulting in switching in-between low-level and high-level tracking features, and the active 
vision system controls panning/tilting angle of camera module. 
We demonstrate fast and stable tracking of a person moving rapidly with abrupt motion 
change, attaining maximum instantaneous panning speed of 6deg/40ms. This saccadic 
pursuit is roughly equivalent to tracking an object moving at 10m/sec at the distance of 3m. 
Persistent tracking with stability and robustness is demonstrated in a number of 
experiments under drastic illumination changes, background clutters, and occlusions. 
The organization of this chapter is as follows. In Section 2, we review conventional active 
vision systems for object tracking. In Section 3, details about the proposed algorithms are 
given and we propose a new feature coherency measure for selecting useful features for 
tracking, followed by demonstration of robustness and stability of tracking as well as fast 
and smooth eye movement control in a number of human tracking experiments. In Section 
4, details about hardware implementation are explained. Section 5 shows results and 
performance, followed by discussion and conclusions in Section 6 and 7. 

2. Overview of attention control, object tracking, and active vision 
A great many models for attention control have been proposed (e.g., Koch & Ullman, 1985; 
Itti & Koch, 2000). Most existing algorithms in machine vision, with a few exceptions (e.g., 
Culhane & Tsotsos, 1992; Yang et al., 2007), exploit a class of saliency map derived from 
low-level features (Koch & Ullman, 1985; Treisman & Gelade, 1980) and a spatial attention 
window operates on the saliency map. It is a map of scalar values that encodes locations of 
something conspicuous in the visual field to guide vision related tasks such as visual search 
and servoing. Most of saliency measure is described in terms of low-level features such as 
color cues (Swain et al. 1992) or motion cues (Cretual et al., 1998; Bur et al., 2007) that are 
different and popped-out from neighborhood surrounding features. 
On the other hand, a limited number of methods have been proposed for attention control 
that involves both top-down and bottom-up processes (Giefing et al., 1992; Olshausen et al., 
1995; Sun & Fisher, 2003; Lee et al., 2005; Yang et al., 2007). Interest map (Giefing et al., 1992) 
is a kind of saliency map which unifies maps of pre-attentive low-level features and 
attentive features indicating object hypothesis, which is used to induce top-down saccadic 
shift. Dynamic routing circuit (Olshausen et al., 1995) was introduced for top-down 
attention control in a hierarchical feed-forward neural network model for object detection. 
Late attentional selection mechanism (Yang et al., 2007) involves top-down, higher cognitive 
process to enhance robustness of tracking under occlusion and cluttering and also to ensure 
long duration tracking. In this model, low-level features are used for bottom-up fast process 
and high-level features for top-down, slow process. A slow attentional process using top-
down, object cue (Sun & Fisher, 2003) was combined with a fast, bottom-up process. 
Biologically motivated attention control architecture (Mancas et al., 2007) is also proposed 
with three levels of units, namely, low-, mid-, and high-levels, as opposed to conventional 
two levels of pre-attentive and attentive systems. 
Integration of multiple modalities has been proven to be helpful for enhancing robustness in 
tracking as they act complementary source of visual cues. In fact, a saliency map is a class of 
integral representation of multiple cues (Itti et al., 1998; Bur et al., 2007). In particular, the 
integration of different cues for tracking using stochastic framework has long been 
addressed in the literature (Isard & Blake, 1998; Rasmussen & Hager, 2001; Wu & Huang, 
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2001, Serby et al., 2004). For instance, multiple low-level features (e.g., edges, textures, 
interest points) can be integrated into a particle filter framework for tracking (Serby et al., 
2004). Covariance tracking (Porikli et al., 2006) can also combine different modalities such as 
infrared and color cues in covariance matrix. Integration of detection and tracking has also 
been proven to be effective for enhanced reliability (Sigal et al., 2004; Matsugu et al., 2006; Li 
et al., 2007). Model-based cues and model-free cues are also integrated in the framework of 
Kalman filtering (Kyrki & Kragic, 2005). 
Complex object tracking (Drummond & Cipolla, 2002) is another important issue in robot 
vision functionalities such as visual servoing (Clark & Ferrier, 1992; Cretual, et al. 1998; 
Fujita et al., 2007), random bin-picking in eye-in-hand system, and people tracking in 
surveillance (Comaniciu et al., 2000; Li et al., 2006; Yang et al., 2006; Matsugu et al., 2006). In 
the field of visual search strategy for traditional purposive vision (Garvey, 1976; Ballard & 
Brown, 1992), fixation or gaze control was realized as a manifestation of attention control. 
The task oriented visual search deals with selecting objects and order of fixation that result 
in the control of eye movement.  
Active vision system with tracking functionality has been studied extensively in the 
literature. A number of methods on object tracking with camera motion have been proposed 
(Hunt & Sanderson, 1982; Aloimonos et al., 1987; Burt et al, 1989; Birchfield, 1997; Birchfield 
& Rangarajan, 2005; Blake & Yuille, 1992; Murray & Basu, 1994; Bradshaw et al, 1994; 
Castrillón-Santana et al., 1998; Comaniciu et al., 2000; Murao et al., 2006; Yang et al., 2006), 
however, only a few works addressed co-realization of saccadic, quick eye-movement and 
smooth pursuit in an active vision head with pan/tilt operation. A notable exemplary work 
is coarse and fine resolutions for saccadic and smooth pursuit (Bradshaw et al., 1994). 
As regards feature selection in active tracking system that involves pan/tilt/zoom control, 
primitive features such as color and motion have been favorably used in the literature. A 
notable system for tracking specific object using color cue is mean shift method (Comaniciu 
et al., 2000) that relies on color histogram for camera control. On-line feature selection is also 
important for enhanced stability. In a face tracking active vision (Yang et al., 2006) dominant 
color feature was selected during tracking. Motion cue has also been used as major and 
important feature. For instance, majority tracking algorithm (Burt et al., 1989) used optical 
flow and was implemented on pyramid vision hardware. Motion energy and ego-motion 
compensation (Murray & Basu, 1994) was introduced for calculating pan/tilt angles about 
the lens center. As in attention control, there have been a limited number of works 
(Castrillón-Santana et al., 1998, Matsugu et al., 2006; Yang et al., 2007) on using both low 
level and high level cues in active vision systems.  

3. Tracking with selective attention  
3.1 Top-down process 
Specific goal of our task oriented active vision system is long duration tracking of a person 
under drastic illumination change, in cluttered scene with lots of distracters. The top-down 
process which constitutes slow subsystem involves fast and robust object detection 
(Matsugu & Cardon, 2004) using modified convolutional neural networks (MCoNN). In Fig. 
2, we show a schematic architecture of MCoNN which constitutes a subsystem for face 
detection. The top-down stream generates prediction data sequence of a specific object to be 
tracked. 
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Fig. 1. Top-down and bottom-up attention cues are integrated as consolidated tracking cues 

 
Fig. 2. Hierarchical architecture (MCoNN) for integrating predefined  alphabetical local 
features (indicated in the second layer level) for object detection. 

Fig. 3 shows a schematic diagram of object (face) detection algorithm as a whole. The 
algorithm is composed of two sub-modules. The first stage is a combination of modified 
cascaded filtering (Viola & Jones, 2001) system for fast and robust face detection, followed 
by MCoNN. The modified V&J (details will be published elsewhere) uses cascaded simple 
filters (e.g., rectangle filters extracting Haar-like features) and integral image representation 
(Crow, 1984; Viola & Jones, 2001). The second stage is composed of a set of MCoNNs each 
tuned to a specific rotation/size class of faces (Mitarai et al., 2003).  
As indicated in Fig.1, sequence of locations of a particular object-to-be-tracked obtained 
from the top-down subsystem is stored and fed to an intermediate subsystem that evaluates 
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coherency. The intermediate subsystem receives inputs from bottom-up stream as well, and 
it integrates those cues from the two streams to predict the location of the object in the 
upcoming frames as consolidated tracking cues. 
 

 
Fig. 3. Face detection process as a whole in the active vision system 

3.2 Bottom-up process: integral feature description and matching using intersection  
The bottom-up process involves extraction of local color cues inside attended region. In the 
proposed system, we used local color histogram as feature descriptor, since it potentially 
gives stable representation against noise without losing spatial information. We introduce a 
variant of integral representation of such features in order for fast computation of tracking 
features necessary for agility both in tracking (Porikli, 2005; Matsugu, et al., 2006) and in 
attention control (Frintrop et al., 2007). The integral representation of color histogram is 
given in (1). 

 
(1) 

, where H(x, y) is the integral data at (x, y). Y, I, and Q are luminance and chrominance color 
coordinate value. The value of bY�’,I�’,Q�’(x, y) is 1, if the bin with representative value of (Y�’, I�’, 
Q�’) is not empty at (x, y), and otherwise, bY�’,I�’,Q�’(x, y) is zero. The local color histogram in a 
rectangle region can be computed with reference to integral data at four corner points of the 
region (Crow, 1984). Face location can be predicted using local histogram matching by using 
difference measure. In this paper, we use histogram intersection (Swain & Ballard, 1991; 
Birchfield & Rangarajan, 2005) between local image patch I(R) and I(R�’), which is defined by (2). 

 

(2) 
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, where R and R�’ are rectangle regions for local color histogram, and HY,I,Q(R) is the area-
summation (Crow, 1984) of local color histogram by using four H values given by (1) at 
respective corner points of the rectangle region R. Although the histogram intersection is not 
scale invariant, it is simple and effective for reliability and quick response of tracking even 
when the object moves with drastic appearance change in size (e.g., face, approaching the 
camera with much higher speed). 

3.3 Feature coherency and autonomous switching between detection and tracking  
The proposed system, without saliency map, consolidates respective streams of predicted 
object locations from bottom-up process by histogram matching (HM) and those from top-
down process by face detection (FD). In the system, attention is covert, and attention shift is 
activated in an event driven manner so that tracking is maintained as long as possible. Once 
the system shall lose the sight of the tracked object, the top-down process (FD) dominates to 
search for the �’lost�’ object, and tracking is maintained by the bottom-up process (HM). 
Covert attention shift is activated when the lost object is detected inside the attention 
window in a way that attention window as well as camera pan/tilt angle is shifted to the 
predicted location (angle) of the object obtained from the FD process. 
Control of pan/tilt camera head (details are given in Section 4) is accompanied by 
autonomous switching between two operation modes; detection mode and tracking mode. 
The duality and switching in between these two modes has also been explored in the 
literature (Chesi et al., 2003; Morioka et al., 2006; Yang et al., 2006). Distinct aspect of the 
present scheme as compared with similar past works (Sigal et al., 2004; Li et al., 2007) is the 
autonomous switching that results from integration of detection and tracking through a 
measure of coherence of top-down and bottom-up features. In view of preceding and 
current positional data (i.e., location queue of attention window), q, used for actual control, 
the coherency is given in (3). 

 (3) 

, where dist(ps, q) is the distance between ps (predicted position vector of object obtained 
from s process: FD or HM) and q (actual position vectors of preceding attention window). 
The coherency serves as tolerance parameter indicating whether or not hypothesized 
(predicted) location data are in accordance with previous control data. If pFD for the current 
frame is not available due to occlusion or failure of object detection, pFD is given as some 
fixed large value, C0 (e.g., frame size) such that for any coherency value C, C0 > C. 
By using the above coherency measure, the consolidated tracking cue, F(t), for the frame 
number t in Fig.1 for the pan/tilt control is drawn as follows. 

 

(4) 

, where pred(F) is the linear prediction obtained from the preceding data F for more than 
250ms. For faster calculation, we will simply use absolute difference for dist(p ,q) =|p - q|. 
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3.4 Adaptive search area  
Size and location of attention window are updated based on averaged prediction error for a 
fixed time interval (e.g., 150ms). This adaptive scheme is effective for increasing stability of 
tracking and to facilitate recovery from face detection failure and prediction error. The 
prediction error is defined by distances in horizontal and vertical directions on image plane, 
between predicted face location and the image center when face is detected. In the case of 
missing object (face) to be tracked, the error is given by arctan of the last detected face size 
multiplied by a constant parameter. The size is gradually enlarged during the detection 
failure (missing the object to be tracked) inside the window. Fig. 4 illustrates how the 
attention window enlarges depending on the motion of the object and the difference 
between the center of window and object location. In the left side picture of Fig. 4, the 
attention window is enlarged in horizontal direction since the object is moving horizontally, 
whereas in the right picture, the window size is set larger due to missing (failure in the top-
down process) of object in the previously set window. 
 

 
Fig. 4. Variable attention window (rectangle region with pink line segments) 

4. Hardware system  
The prototype active vision system is composed of a small camera module, pan/tilt 
movement subsystem, DC motors, multi-rate hybrid control units. Most part of tracking 
control for each subsystem is implemented on FPGA board. Tracking and object detection 
algorithms run on PC as parallel tasks composed of multiple threads. 
The best available instantaneous tracking speed was approximately 6 deg/40ms (pan) as 
shown in Fig. 5 (left). The result is equivalent to tracking a person running and switching 
motion direction approximately at 10m/sec with distance about 3m of the camera. By 
tuning control parameters to avoid overshooting, the result was obtained with estimated 
prediction data of face location given at every 10ms. 
Fig. 6 shows the results of pan/tilt angle control and associated prediction, with the hybrid 
(feed-forward/feed-back) PD control system (details are given in Fig. 8). Linear prediction 
of face location based on observation sequence has resulted in noisy and unsteady sequence 
(pan and tilt prediction). Applying critical sensitivity analysis and appropriate tuning of 
gain parameters (i.e., P and D gain) of step response, the proposed hybrid control attained 
smoothness (stability) and agility of tracking as well. Observation period for prediction is 
over 250ms and more than three points of prior observations (e.g., predicted face locations 
or detected face locations) are utilized to obtain the linear prediction. 
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Fig. 5. Saccadic eyemovement without overshooting (left): angle-time, (right): vlocity-time 

  
Fig. 6. Smooth and agile control with noisy prediction 

The structure of pan/tilt system is a classic gimbal as shown in the middle and right side of 
Fig.7. Major component of the entire mechanical system with the time constant of 13ms are 
coreless DC motor (Maxon RE10), 1/40 reducer unit composed of three gears and a compact 
camera module (CK300: Keyence). Prototype picture of the vision head with display is given 
in the left of Fig. 7. 
 

 
Fig. 7. Prototype active vision module with pan/tilt mechanical system 
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The maximum attainable pan/tilt speed is 900 deg/sec. The tilting mechanical unit is placed 
on top of panning unit, so that the panning has low inertia to realize quick response in 
horizontal direction. Thus, the tilting unit is accompanied by relatively larger inertia with 
gentler response as compared with the panning.  
We employed a hybrid multi-rate control composed of FF based velocity control circuits and 
software operating at 100 Hz and FB based position control circuits operating at 5000Hz. 
The former helped realize smooth pursuit, and the latter contributed to the saccadic and 
quick response in our active tracking system. In Fig.8, most of components including camera 
controller and driver module, except for FF-velocity controller are implemented as 
hardware circuits on FPGA board (yellow block in Fig. 8). 
 

 
Fig. 8. Control system with fast feedback (5kHz) and slow feed-forward (100Hz) control signals 

5. Results  
Proposed system demonstrates remarkable response to track agile and nonlinear motion of 
object (person), as can be seen in Figs. 9, 10, and 11. 
The minimum size of attention window is 3.7deg x 3.7deg and the maximum is 22.5deg x 
22.5 deg. The system generated interpolated sequence of face locations for every 10ms. To 
suppress hopping from one subject to another during tracking in a scene where multiple 
faces present, maximum tracking speed of face motion is set as 0.1 deg/ms, leading to 
limitation of search window size. 
Algorithms for detecting object to be tracked and prediction of the object location in our 
active vision system are implemented on PC (Pentium IV at 3.6 GHz). The system operates 
with five approximately concurrent processes: image capturing, object detection, object 
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prediction, camera control, and external output. As shown in Fig. 10, a person jumping with 
abrupt change in direction of motion can be tracked under the condition of heavy 
illumination change, and such tracking response can also be observed in panning sequence. 
 

 
Fig. 9. Running sequence tracked with panning camera control. 
 

 
Fig. 10. Jumping sequence with motion blur, tracked with tilting camera control 
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Fig. 10 and Fig. 11 show tilting and panning control respectively for tracking sequences of 
jumping person with substantial motion blur. To further enhance the stability of tracking 
and to deal with temporary missing of tracked face due to occlusion or error in the top-
down process, we introduced several heuristics; 1) inactivate pan/tilt control when located 
face is beyond the maximum speed of 0.1 deg/ms and no face location query is available in 
the time interval of 675ms, 2) use the last available object location obtained from the top-
down process for pan/tilt control when the number of stored face location data that meet 
the coherency criterion (2) is less than four. 
Fast recovery from error can be observed from these sequences. For example, the second 
picture in the top row of Fig. 11, the center of attention window is erroneous due to 
detection failure or prediction error, but in the next frame the center is correctly set. Such 
behavior results from the proposed attention control with feature consolidating 
mechanism proposed in Section 3, wherein both top-down and bottom-up processes are 
involved. 
 

 
Fig. 11. Tracking a face of jumping person with rotation and motion blur 

6. Discussion  
Switching from detection (FD) mode to tracking mode with histogram matching (HM) is 
initiated typically when face detection is failed. Recovery from HM to FD mode is enforced 
when successful face detection inside the search window ensues. Stability in �“visual servo�” 
is thus realized by such covert attention shift and coherency based switching using top-
down process. This event driven control turned out to be helpful for long-duration-tracking. 
Appropriate selection of control strategy is important to maximize performance  
(Papanikolopoulos et al., 1993), in terms of speed, stability, and robustness of active tracking 
systems. In this paper, we explored co-realization of saccadic and smooth pursuit using 
hybrid multi-rate control system (i.e., slow FF-velocity control and fast FB-position control). 
The proposed system integrated variety of modalities; fast processes (HM in bottom-up  
process and FB-position control) and slow processes (FD in top-down process and FF-
velocity control). Such integrity of perception and control capable of long duration tracking 
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is a distinct aspect in contrast to similar active vision system (Castrillón-Santana et al., 1998). 
Using rather classical control strategy combined with the fast object detection and reliable 
computation of object cues from the image sequence, we successfully demonstrated quick 
and smooth response in visual servo and also effectiveness of proposed coherency based 
attention shift during tracking. 
One notable point of this attention shift is fast recovery from failure (error) and another is 
the balance between quick response and smoothness in tracking. The former aspect is manly 
due to the covert attention shift that utilizes robust object detection, which is accompanied 
with autonomous switching between FD mode and HM mode. Integral image 
representation of local color histogram was indispensable for quick computation of attention 
cues, and adaptive setting of search area based on linear prediction errors was also effective 
for ensuring the top-down attention shift. 
Even if faced with nonlinear motion and abrupt change of moving direction of the tracked 
object, no sopshisticated nonlinear control strategies are required due to covert attention 
shift resulting from top-down process, while preserving agility in response. This result was 
obtained partly because fast computation and selection of reliable bottom-up cues. The 
multi-rate (i.e. slow FF velocity control and fast FB position control) control turned out to be 
simple and computationally inexpensive, in contrast to existing methods (Yang et al., 2006; 
Morioka et al., 2006), and it could also strike a balance between saccade and smooth pursuit. 

7. Conclusion 
In this study, the task oriented active vision with top-down and bottom-up attention 
control demonstrated long duration tracking under bad illumination conditions, fast 
recovery from tracking error and quick response to abrupt change in moving direction of 
the tracked object. Nonlinearity of the object motion is handled by the proposed attention 
control without recourse to state-of-the art nonlinear control strategy. The consolidating 
mechanism between top-down and bottom-up features through coherency measure can 
serve as substrate for stable tracking of specific object with covert attention shift. 
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1. Introduction 
It is required for intelligent robots like humanoid robots (AIST) (Honda) (tmsuk) (Ogura et 
al., 2006) to be equipped with several and many kinds of sensors for executing variety tasks. 
Especially, audio and visual information is important for these intelligent robots. In recent 
years, personal computers and audio and visual and devices improve their performance and 
their costs become cheaper. In lots of audition and vision systems, however, perceptual 
information obtained by external sensors is processed by procedures designed previously 
depending on their tasks or purposes. These kinds of perceptual information processing 
system are not suitable to use in dynamical and complex environments. Moreover, 
perceptual information is processed at full power regardless of use or non use. This wastes 
computer resources and electric power. 
On the other hand, human beings have external and internal information processing 
systems that are flexible about dynamical and complex environments. External information 
is obtained by external sensory organs, and internal one means memories stored in a brain. 
External and internal information processing systems of a human being are in parallel and 
multi-layered. In philosophy, Freud proposed that there were three levels of human mind, 
that are conscious, preconscious and unconsciousness (Solms, 2004). In the unconsciousness 
state, internal and external information processing modules are executed independent of 
human intentions in parallel. In the preconsciousness state, information is stored as 
memories, which can be easily summon into consciousness. In the consciousness state, 
particular information is processed intentionally in serial. In physiology, cycle models 
between rapid eye movement (REM) sleep and non-REM sleep have been proposed 
(Hobson et al., 1986) (McCarley et al., 1995), and these models are relative to the 
unconsciousness. Moreover, Hobson has proposed the Activation-Input-Modulation (AIM) 
model that is able to express several statuses like waking and sleeping of human beings 
(Hobson, 2000). In visual neuroscience, five visual areas related to low level vision have 
been identified in visual cortex. Primitive image features, edges, forms, colors or motions, 
are processed in these visual areas, V1, V2, V3, V4 and V5, independently from each other in 
parallel. In the consciousness, moreover, several complex processing related to high level 
vision are also executed. 
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Memories of human beings also have important role in information processing in his/her 
brain. Memories are used as knowledge for processing external information when waking, 
and also they are processed when dreaming. Plural external and internal information 
processings run in parallel regardless of waking or sleep, and human beings control 
behaviors of these processings consciously or unconsciously and can process important 
information as needed. It is important for processing external information intellectually that 
the external information is stored as internal information in a memory system. The internal 
information is utilized as knowledge. It is known that a human has two kinds of memories: 
a working memory (WM) and a long-term memory (LTM) (Baddeley, 1982) (Klatzky, 1984). 
And a short-term memory (STM) is included in a concept of WM. 
In the robotics and computer science fields, several memory models have been proposed for 
intelligent systems equipped with external sensory devices. A collaborative development 
system equipped with WMs for an interactive robot has been proposed by Matsusaka and 
Kobayashi (Matsusaka & Kobayashi, 2001). Functional modules for the interactive robot 
have working memories, that are used in their self modules or referred by other modules. 
Zhang and Knoll have developed two manipulator control system based on human 
instructions for interactive assembly tasks (Zhang & Knoll, 2002). This system includes 
functions of scene recognition, dialog preparation and action. Knowledge stored in STM is 
used in these functions. Kawamura and et al. have developed the humanoid called 
Intelligent Soft-Arm Control (ISAC), whose memory architecture consists of STM, LTM and 
the Working Memory System (WMS) (Kawamura, 2005) (Ratanaswasd et al., 2006) used for 
a human-robot interaction. 
The purpose of our study is to develop an intelligent perceptual information processing 
system equipped with plural external sensory devices, in which plural information 
processing runs in parallel. One feature of our perceptual information processing system is 
that the system is equipped with our proposed mathematical Activation-Input-Modulation 
(AIM) model (Mikawa & Tsujimura, 2005) (Mikawa et al., 2006), which can express 
consciousness states such as waking, relaxing, Rapid Eye Movement (REM) sleep or non-
REM sleep. The mathematical AIM model, that is newly designed based on Hobson's AIM 
model as described before, can control each execution frequency of plural external and 
internal information processors independently and dynamically based on degrees of 
external stimuli detected by external sensors. For example, when external stimuli are 
detected by some of external sensors, information processing tasks related to the sensors 
should have a priority to be executed in real-time, and the stimuli are stored in a memory 
system. When no external stimulus is detected, the execution frequencies of almost external 
information processing decrease, and information stored in the memory system is organized 
by internal information processors. The other feature is that our system is equipped with the 
three kinds of memories: WM, STM and LTM. All perceptual information is stored in the 
WM for a few seconds at all times. When external stimuli are detected by some of external 
sensory devices, the contents of the WM included the stimulus information move into the 
STM temporarily. After no external stimulus is detected, all external information processors 
sleep, and internal information processors begin to organize information stored in the STM 
and move important information into the LTM and stored permanently. These behaviors are 
also controlled based on the state of the mathematical AIM model as well as the external 
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processing. In this chapter, we use both a multi channel microphone a stereo vision system 
as the external sensory devices. Since auditory external stimuli are detected by using both 
amplitude and frequency characteristics, several audio information can be stored in the 
memory system. Some experimental results reveal the validity and effectiveness of our 
proposed perceptual information processing system. 

2. AIM state-space model 
We describe the Activation-Input-Modulation (AIM) state-space model that has been 
proposed by Hobson (Hobson, 2000 & 2001), that is the origin of our proposed mathematical 
AIM model, in this section. The AIM state-space model is able to express several states of 
human's consciousness in a three dimensional space as shown in Fig. 1. He describes that 
human�’s consciousness states are able to express by levels of three elements, Activation, 
Input and Modulation of which the AIM model consists. Activation controls an amount of 
information which is being processed. Input switches information sources. Where, External 
means that information is obtained from external sensory organs, and Internal means that it 
is obtained from internal sources such as a memory in a brain. Modulation switches external 
and internal processing modes. When an aminergic level becomes higher, external 
information is mainly processed. When a cholinergic level becomes higher, internal 
information is mainly processed. 
For example, it is able to express normal states of waking, relaxing, rapid eye movement 
(REM) sleep and non-REM sleep in a three dimensional space as shown in Fig. 1. It can 
also express abnormal mental conditions such as coma, hallucination or deliration. In the 
waking, external information is processed actively. In the relaxing, processing power is 
less than that in the waking. In REM sleep, internal information stored in a memory is 
processed actively. In non-REM sleep, input and output gates are closed and the 
processing power declines totally. When a normal person falls asleep, at first the sleeper 
enters non-REM sleep, which is a deep sleep. After the first non-REM, he/she enters REM 
sleep and non-REM sleep alternately until he/she awakes naturally or large stimuli 
interrupt the sleep. As mentioned, a consciousness state of normal human moves along 
the gray line as shown in Fig. 1. 
 

 
 

Fig. 1. Conscious states expressed by Hobson's AIM state-space model 
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3. Perceptual information processing system and mathematical AIM model 
3.1 External and internal information processing systems 
Figure 2 shows a relation among external and internal information processing systems, a 
mathematical AIM model and an internal memory system. One set of an external information 
processing system consists of an external sensor device, a data sampler and external 
information processors. It is important for the external information processing system that 
data obtained by the external sensor device is processed in real-time and translates to 
meaningful information as soon as possible. A number of the external information processing 
systems depends on a number of external sensor devices and required tasks. 
An internal information processing system consists of memory storing processors, a data 
sampler and an internal information processor. In the internal information processing, 
following kinds of data are treated. One is a kind of data that it is difficult to process in real-
time, because it takes much time to process it. Another is what it is not necessary to process in 
real-time. The third is lots of data such as time-series data that must be processed all together. 
Information obtained by external sensors is stored by memory storing processors in an 
internal memory, and also utilized by the internal information processors. This internal 
memory system is described in the subsection 3.4. 
Each execution interval of external and internal samplers or processors is controlled by the 
mathematical AIM model independently and dynamically. The details are described in the 
subsections 3.2 and 3.3. 
 

 
Fig. 2. Relation among external and internal information processing system, mathematical 
AIM model and internal memory system 

3.2 Mathematical AIM model 
We have designed the mathematical AIM model based on the AIM state-space model 
described in the section 2. As shown in Fig. 1, several conscious states of human beings are 
able to be expressed by levels of three elements: Activation, Input and Modulation. 
Activation controls an amount of information which is being processed. Input switches 
information sources. Modulation switches external and internal processing modes. 
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The mathematical AIM model controls each execution interval of the external and internal data 
samplers, the information processors and the memory storing processors. The AIM model 
consists of elements S, A, I and M. The element S calculates stimuli based on sampled data. The 
element A decides execution frequencies of external and internal information processing and 
memory storing processing. The element I decides parameters used for calculating stimuli in the 
element S. The element M decides an execution frequency of each data sampling. Each element 
consists of two sub-elements as shown in Fig. 2. The subscript ex or in of the sub-elements a, i and 
m means that each sub-element is related to the external or internal respectively. 
Figure 3 shows an example of variations of the sub-elements with time. Statuses of each sub-
element change depending on external stimulus. When the detected external stimulus sm_ex 
is larger than the threshold ths (sm_ex  ths), the levels of the elements related to the external 
are higher than those related to the internal. After the external stimulus becomes lower than 
the threshold (sm_ex < ths) at t0 , the state is shifted the relaxing. The relaxing is kept while 
the external stimuli are detected by the other processes run in parallel are larger than the 
threshold (sm'_ex  th's). All the levels of the external stimuli become lower than the 
threshold (sm_ex < ths and sm'_ex < th's) at the time t3 . After Ta [sec], all the levels become 
lower, then the state is shifted to the non-REM. Moreover after Tn [sec], each level increases 
and decreases periodically. In the REM, the levels of the elements related to the internal are 
higher than those related to the external. Once again the external stimulus sm_ex becomes 
larger than the threshold ths at the time t7 , the state is shifted to the waking.  
 

 
Fig. 3. Variations of sub-elements A, I and M with time 

The sub-element a_ex(t) is given by the following equations. 

 

(1) 
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Since it is able to express the other sub-elements in the same way, their equations are 
omitted here. The parameter Tw , Ta , Tn , Lw , La , Ln , fw , fa , fr , or  and b are constant and 
independent each other. It is able to design several sleep patterns by choosing these constant 
parameters properly depending on applications. For example, the sleep pattern shown in 
Fig. 3 was designed based on a human's normal sleep pattern by using the following values. 
In other words, it is designed that the state of the mathematical AIM model moves along the 
gray line as shown in Fig. 1. 

 (2) 

Let the numbers of the external information processors, the internal information processors, 
the external sensory organs and the internal memories be p_ex , p_in , q_ex and q_in  
respectively, then the elements A, I and M are shown by the following equations. The AIM 
model shown in Fig. 1 can be expressed by these equations. Figure 4 shows the variations of 
these elements with time. This example was designed based on a human's normal sleep 
pattern. 

 

(3) 

 

 
 

Fig. 4. Variations of elements A, I and M with time 
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3.3 Dynamic control of information processing systems by mathematical AIM model 
Behaviors of the external and internal information processing systems and the memory 
system are controlled based on the states of the sub-elements of the AIM model as shown in 
Fig. 2. 
The execution frequencies of the external and internal information processing are 
determined in proportion to each level of the sub-elements a_ex and a_in, respectively. For 
example, when a_ex becomes higher, the external information processing frequency 
increases. As a result, more external information is processed. When a_in becomes higher, 
the internal information processing frequency increases. In the same way, the external and 
internal data sampling frequencies are determined by the sub-elements of M. The element I 
decides the threshold ths and the resolution rss in order for the element S to detect stimuli 
from the external sensors or the internal memories. Here, the thresholds ths are values for 
determining whether stimuli are included in obtained information or not. And the 
resolution means a number of skipped data to be processed in a frame. These thresholds and 
resolutions vary in proportion to each level of the sub-elements i_ex and i_in. For example, 
when i_ex increases, ths and rss increases. This means that the system becomes more 
sensitive about smaller changes. 
The storing frequencies of the explicit and implicit WM are the same with the frequency of 
the external data sampling and depend on the level of the sub-element m_ex. When external 
stimuli are detected (sm_ex  ths), the explicit STM processor transfers information stored in 
the explicit WM to the explicit STM. Its execution frequency depends on m_ex. When no 
stimulus is detected (sm_ex < ths), the implicit STM processor transfers information stored in 
the implicit WM to the implicit STM periodically. When the state of the AIM model is in the 
REM sleep, the explicit and implicit LTM processors are executed. 

3.4 Internal memory system 
A memory system of human beings is so complex and not unrevealed yet completely. So we 
have designed a new internal memory system by rearranging a part of human's memory 
functions. As shown in Fig. 2, the internal memory system consists of an internal memory 
and memory storing processors. The internal memory consists of working memories (WMs), 
short-term memories (STMs) and long-term memories (LTMs). Each memory is classified 
into an explicit or implicit type respectively. When dynamic changes are detected as external 
stimuli by an external sensor, the changes are stored in the explicit memories. Gradual 
changes that are not detected by real-time information processing or static information are 
stored in the implicit ones. In the case of human beings, perceptual information is 
symbolized by high-order functions of a brain and stored in memories efficiently. In our 
system, however, let raw signals obtained by external sensory devices store in the internal 
memory. 
All information obtained by external sensory devices are stored in these WMs in real-time. 
Let memory size of the WMs have an upper limit, old information is overwritten by newer 
one sequentially. Since an explicit STM is a memory in consciousness states, when external 
stimuli are detected by external sensory devices, all the contents of the explicit WM are 
transferred into the explicit STM. Since an implicit STM is a memory in unconsciousness 
states, when no external stimulus is detected, all the contents of the implicit WM are 
transferred into the implicit STM periodically. Human being's LTM is classified into a 
procedural or declarative type (Kellogg, 1995), and its functions are complex. Redundant or 
useless information are included in the STM. Then the contents of the STM are organized 
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and transferred into the LTM by the LTM storing processors. When no external stimulus is 
detected and the state of the mathematical AIM model is in REM sleep, the AIM model starts 
to execute these LTM storing processors. Since the explicit STM and LTM storing processes 
detect external stimuli, dynamical information is stored in the explicit memories. Since the 
implicit STM storing process stores information periodically while no external stimulus is 
detected, the implicit LTM storing process is able to detect static or gradual changes and store 
the changes in the implicit LTM by analyzing the implicit STM stored for long period. 
Let the memory capacities of the explicit and implicit WMs be Nwm [frame] respectively. 
There is no limit to the capacity of the STMs and LTMs as far as the system permits. 

4. Experimental system 
4.1 System configuration 
Figure 5 shows a configuration of an audition and vision system. This system is equipped 
with two CCD cameras and a stereo electret condenser microphone, that are fixed in an 
experimental room. Analog video signals are converted to digital video (DV) signals 
through media converters, and captured by a personal computer (PC) through an IEEE 1394 
interface board. Audio signals are captured by the PC through a USB audio interface. The 
operation system (OS) of the PC is Fedora Core Linux, and the versions of the OS and the 
other libraries are also shown in Fig. 5. 
 

 
Fig. 5. Configuration of experimental audition and vision system 
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4.2 Multi-threaded application program 
We made an application program to evaluate a validity of our proposed perceptual 
information processing system. The application programming interface (API) developed in 
(Mikawa, 2003) was used for implementing the program. It is able to capture audio and 
video signals from plural audition and vision devices in real-time. Color images were 
captured at a frequency of 1/30 [sec], and the resolution was 720 x 480 [pixel] with 8 [bit] 
per each color. A sampling rate of stereo audio signals was 44.1 [kHz], a bit depth was 16 
[bit], and one frame length was 100 [msec]. Plural external and internal processes run in 
parallel are multi-threaded by using this API. 
Figure 6 shows all the threads and their relations. As shown in Fig. 5, video capturing, DV 
decoding, image displaying and AIM state calculating processes, external and internal 
information processes were multi-threaded by using the API. The execution intervals of the 
video and audio capture threads are constant, their values are 1/30 and 1/10 [sec] 
respectively. These capture threads send commands to the other threads. The execution 
intervals of the decode threads are decided by the element M. The execution intervals of the 
external and internal information processing threads are decided by the element A. 
 

 
Fig. 6. Threads implemented in application program 
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Two kinds of the external stimuli are detected by the external information processing 
threads related to the vision and audio. One is brightness changes of captured image. 
Brightness is Y component of color images, and the changes are detected by comparing each 
pixel included in two time-series image frames. The other is magnitude of captured sound. 
The value of ths related to images changes from 80 to 200 depending on the value of the sub-
element i_ex. The value of ths related to audio signals changes from 600 to 2000. 
The explicit and implicit WMs storing processes are included in the audio and video 
capturing threads. The explicit STM storing processes are executed when brightness changes 
are detected. Let the capacities of the WMs related to vision be Nwm = 99 [frame]. The WMs 
can hold image frames for 3 [sec]. And let the capacities of the WMs related to audition be 
Nwm = 50 [frame]. The WMs can hold audio frames for 5 [sec]. The STMs related to vision are 
stored in DV format, of which size are 12000 [byte/frame], in a hard disk drive (HDD). The 
LTMs related to vision are converted by the LTM storing processes and stored in YUV 
format. The WMs, STMs and LTMs related to audio are stored in WAVE format. 
The implicit STM storing threads are constantly executed at a frequency of 1 [sec] in all 
states of the AIM model, and store captured image in the HDD. When sm_ex  ths , the 
explicit STM storing process transfers all the explicit WMs to the HDD as the explicit 
STM. This means that the last 99 image frames can be stored. When sm_ex < ths , the 
implicit STM storing threads constantly stores captured frames in the HDD as the implicit 
STM. And the explicit and implicit LTM storing threads are executed in the REM 
sleep.When the system is in the REM sleep (a_in  0.375), the explicit and implicit LTM 
storing threads are executed, and store vision and audio frames, in which changes are 
detected by comparing each pixel included in two time-series STMs. This means that only 
images, that include dynamic changes for brief periods of time, are stored in the explicit 
LTM, and only images, that include gradual changes for long periods, are stored in the 
implicit LTM. 
The following values and Eqs. (2) were used for the constant parameters included in the 
AIM model as shown by Eq. (1). Each unit is second. These values determine the pace of 
change from one state of the AIM model to another state. 

 (4) 

Figure 7 shows a screen shot of the application program. The resolution of the display was 
1600 x 1200 [pixel]. Since no external stimulus was detected by the camera 1, the conscious 
state related to the camera 1 was in the relaxing. Since some external stimuli indicated in 
purple were detected by the camera 2, the camera 2 was in the waking. It is determined 
whether brightness change is more than the threshold ths or less at each green points. In this 
application, the resolution rss described in the subsection 3.3 means the distance among 
green points. In the waking, all pixels in the image function as sensors for detecting external 
stimuli, and every captured image frames are processed. Moreover, as the threshold ths 
decreases, the sensitivity to stimuli increases. The distance among green points becomes 
largest in the non-REM, the process execution frequency becomes lowest, the threshold ths 
increases, and as a result, the sensitivity to stimuli decreases. The audio threads are executed 
in the same manner. 
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Fig. 7. Screen shot of sample application in waking & relaxing 

5. Experimental results 
5.1 Simplest application program processes only external information using 
monocular camera 
We describe an expeiment result using a simplest application program to show the 
effectiveness of our proposed mathematical AIM model. This application program had the 
only external information processing using only one CCD camera, no internal information 
processing and no memory such as WMs, STMs and LTMs. Brightness changes were 
detected as external stimuli in an external information processing as shown in Fig. 8. 
Pentium 4 (2.4 [GHz]) and Red Hat Linux 9, that had no Hyper-Threading (HT) function, 
were used only in this experiment. 
Figure 9 shows the variation of the CPU utilization with time while the program was 
running. In the waking, image data was processed in real-time (30 [frame/sec]), as the 
result, the CPU utilization was more than 90 [%]. After the change of image, in other words, 
stimuli from external information had disappeared at the time t0, the CPU utilization fell 
around 15 [%] in the relaxing. After another Tn [sec], it fell below 10 [%] in the non-REM 
sleep. In the REM sleep, it became around 15 [%]. When the change of image was detected 
again at the time t7, the external information processing began to be executed in real-time 
again. The function of the AIM model makes it possible to make a margin of the CPU power 
for other processing while no external stimulus is present. 
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Fig. 8. Variation of CPU utilization with time 

 
Fig. 9. Variation of CPU utilization with time 

5.2 Execution of application program for brief period 
In this experiment, the application program, that has several threads shown in Fig. 6, was 
executed for about 170 [sec] in order to confirm the behaviors of all threads run in parallel. 
Figure 10 shows the variations of the execution intervals of all the threads related to the 
camera 1, the camera 2 and the microphone. The camera 2 detected external stimuli in a 
period of 0 ~ 25 [sec]. The states of the camera 1 and the microphone were shifted to the 
relaxing at 15 [sec]. When the microphone detected external stimuli at 35 [sec], the state of 
the microphone was shifted to the waking and the states of the camera 1 and 2 were shifted 
to the relaxing. After no external stimulus was detected at 40 [sec], the states of the both 
cameras and the microphone were shifted to the sleep state, that REM/non-REM cycle was 
repeated periodically, through the relaxing. In the REM sleep, the frequency of the external 
information processing became lower, and the explicit and implicit LTM storing processes 
were executed. Here, the explicit and implicit LTM are not executed periodically but 
depending on the status of the AIM model. When the execution intervals of the explicit and 
implicit LTMs indicate non 0 [sec] respectively, it just means that they are executed and the 
values mean nothing. And when the execution intervals indicate 0 [sec], it means that they 
are not executed. When the microphone detected external stimuli again at 145 [sec], the 
microphone was shifted to the waking, and the camera 1 and 2 were shifted to the relaxing. 
Figure 11 shows the variation of the CPU utilization with time. Since a HT CPU was used, 
the numbers of the CPUs was two. Although changes of the CPU utilization were more 
complex than that using the non-HT CPU in the previous subsection 5.1, this result showed 
that the function of the AIM model could control plural threads run in parallel well, and 
make effective use of computer resources. 
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Fig. 10. Variation of execution interval of all threads with time 

 
Fig. 11. Variation of CPU utilization with time 
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Table 1 shows the numbers of audio and image files stored as the memories while the 
application program was executed. These results mean that the memory system related to 
the camera 2 and the microphone can store dynamic stimuli detected for brief periods of 
time in the explicit memories, and that related to the camera 1 can store gradual changes 
over long periods of time in the implicit memories. 
 

 
Table 1. Numbers of image and audio frames stored as STM and LTM 

5.3 Execution of application program for long period of 12 hours 
The application program was executed for about 12 [hour] in this experiment. The camera 1 
was trained on a door in an experimental room in order to monitor person who came in and 
out. The camera 2 was trained on a window in the room in order to monitor gradual 
changes of outdoor conditions. 
Figure 12 shows a part of the explicit LTM stored in the HDD. When these dynamical 
changes were detected as external stimuli, the system state was shifted to the waking, and 
the changes were stored in the explicit STM. When the system was shifted to the REM, the 
explicit STM was transferred to the explicit LTM while deleting redundant images. 
 

 
Fig. 12. Dynamic change for brief period detected by explicit LTM storing process 
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Figure 13 shows a part of the stored implicit LTM. Gradual changes of a sunset sky could by 
detected. Although it is difficult to detect these kinds of gradual changes by the explicit 
memories that is processed in real-time, it is easy to detect them by using the implicit memories. 
Since the explicit memories related to the microphone monitored amplitude of sound 
signals, large sound generated in the experimental room could be detected. Since the 
implicit memories monitored frequency characteristic changes of sound signals, not only 
amplitude changes but also changes of different kinds of small sounds, for example engine 
sound of a motorcycle or talking voice outside the experimental room, could be detected. 
 

 
Fig. 13. Gradual brightness changes of sunset sky detected by implicit LTM storing process 
These results also indicates that our perceptual system controlled by the AIM model works well. 

6. Conclusion 
We proposed a new architecture for an intelligent perceptual information processing system 
that has sleep and wake functions, and applied it to an audition and vision system. Plural 
perceptual information processes and storing processes run in parallel and these processes 
are controlled by the mathematical Activation-Input-Modulation (AIM) model. The memory 
architecture consists of a working memory (WM), a short-term memory (STM) and a long-
term memory (LTM), that can store environment information in its memories efficiently. The 
advantage of our proposed architecture is that required processes are executed only when 
needed and only useful perceptual information are stored. As a result, the system is able to 
make effective use of computer resources. 
The validity and effectiveness of our proposed system were confirmed with three kinds of 
experimental results using an application program equipped with a monocular vision 
system or a stereo vision and a stereo microphone system. 
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In future works, we will try to use more kinds and numbers of sensors and implement more 
kinds of information processing modules in this system. 
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1. Introduction 
Recently, the rescue robots called �“T-52 Enryu�” and �“T-53 Enryu�”(Fig. 1) that aimed at the 
rescue operation in danger zone such as disaster district etc. (Fig. 2) have been developed. 
The robots have two airms with eight DOFs for execution of various tasks, and it can be 
operated remotely in order to achieve the tasks such as removal, mining, and so on without 
sending the pilot to a dangerous place (Yokokohji, 2006). However, these operations were 
difficult at the beginning of development of the robot because there was not any pilot 
assistance system, and time for a great deal of training was necessary (Nishida et al. 2006). 
Namely, the pilot had to understand a situation of surrounding of the robot from a few 
monitors that display the images of the cameras installed in the robot. Thus, because an 
assistance system to help the understanding of the positions of target objects had been 
necessary to improve the efficiency of the remote operation of the robot, we have developed 
a vision system that assists the pilot by tracking multiple targets and intelligibly presenting 
them.  
In the development of this pilot assistance system, we had to note following matters. 
Namely, we considered the simplicity of employment and maintenance, and the cost of 
devices. Moreover, since scenery consists of the achromatic color objects such as sand and 
rubble by many cases at place of the rescue operation, the measurement and the calibration 
of the system should be appropriately executed without the color information. Furthermore, 
since the vision system equipped on the gripper, the system should be robust to the 
vibration caused by the movement of the arm. Thus, we had developed a fast executable 
stereovision system robust against vibration of the arm without using the color information 
and easy to understand for the pilot. The system consists of a parallel stereo camera 
equipped on the gripper joint of the right arm and a laptop PC, and they were installed into 
the Enryus. 
The remainder of this chapter is divided into the following topics: Section 2 describes the 
structure of the pilot assistance system. Section 3 describes a calibration method of the 
system robust for environmental change. Section 4 details interfaces of the system for 
displaying the results of target tracking and distance measurement, and finally Section 5 
discusses the overall implementation and successful application of the robot.  
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(a) 

 
(b) 

Fig. 1. Rescue robots: (a) T-52 Enryu, height: 3.45 [m], width: 2.4 [m], length: 3.5 [m] 
(maximum length: 10 [m]), weight: 5 [t]; and (b) T-53 Enryu, height: 2.3 [m], width: 1.4 [m] 
(maximum length: 7.23[m]), length: 2.32 [m], weight: 2.9 [t].  

   
(a) T-52     (b) T-53 

Fig. 2. Appearances of the activity of the robots in disaster district. 
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2. Parallel stereo camera system 
Two kinds of camera systems and those applications were developed. One is a suite of fixed 
parallel cameras and a 3D motion sensor (Fig. 3(a)), and another is a suite of parallel 
cameras and a camera mount for adjusting the installation angles and positions of them (Fig. 
3 (b)). The former called �“A-system�” was composed to verify what visual application is 
effective to support of the pilot; the latter called �“B-system�” was developed to examine 
installation position and effective calibration method on the actual robot arm.  
 

         
(a) A-system                 (b) B-system 

Fig. 3. Developed parallel stereo camera systems: (a) A-system consists of fixed parallel USB 
cameras and a motion sensor; (b) B-system consists of parallel USB cameras and a camera 
mount for adjusting the installation angles and positions. 
We selected the inexpensive USB cameras (QV-400R, USB CCD camera) and motion sensor 
in order to simplify the replacement of them even if breaking down by severe work in 
outdoor environment. This suite of camera system is mounted on a joint of gripper as shown 
in Fig. 4 (a) and (b), and they are connected to a laptop PC installed in the robot. The 
obtained images are transmitted to a remote control cockpit via wireless LAN for supplying 
the information around the right gripper and the image processing results (Fig. 5).  
 

    
(a)     (b) 

Fig. 4. Installation of the system: (a) the system mounted on the right gripper of T-52; (b) the 
system mounted on the right gripper of T-53. 
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Fig. 5. Whole structure of the system. The pilot operates the robot remotely by watching 
plural monitors and using joysticks etc. 

3. Calibration of the camera systems robust for environmental change 
3.1 Camera model 
The USB cameras are modeled by using the basic pinhole camera model (e.g. Tsai et al. 1987; 
Hartley et al. 2003) and the geometry is shown in Fig. 6. Let , ,w X Y Z be the camera 

coordinate system, and ,c x y  be the image plane coordinate system. A mapping a 

point , , T
wX Y ZX to a point , T

cx yx  is represented as  

 ,x K R t X PX  (1) 

where, 
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and ,0 0
Tu v  is the camera center. The number of pixels per unit distance in image 

coordinates are xm  and ym  in the x  and y directions, f is focal length, and xfm  and 

yfm  represent the focal length of the camera in terms of pixel dimensions in x  and y 

directions. Moreover the parameter  is the angle between the vertical and horizontal axes 
in the image plane, namely it is referred to as the skew parameter. 
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Fig. 6. Pinhole camera geometry.  

3.2 Calculation of camera parameters 
Next, in this research, Eqn. (1) is expanded to two linear equations as follows, 
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Combine the points , , ,1 T
i i i iX Y ZX ( , , , )1 2i n  and the points , T

i i i cx yx  

correspond to them, it becomes 
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 , , , , , .1 14 2 24 3 34
TT T Tp p pp p p p  (7) 

The projection matrix E  is including 11 independent variables. In general, the solution of p  
in Eqn. (7) is obtained as an eigenvector corresponds to the minimum eigen value which 
derived by singular value decomposition of the covariance matrix TE E . Here, the elements 
of p are normalized to be 34 1p . Moreover,  
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3.3 measurement of 3D position  
Next, let the projected points of wX on the left and the right camera image planes be 

,left left left T
x yx  and ,right right right T

x yx . Moreover, let leftP  and rightP be projection 

matrices, the following equations are derived, 

 , .right rightleft leftx P X x P X  (11) 

When the above mentioned expression are brought together about the variable P , the 
following expression is obtained. 

 ,BX b  (12) 

where,  
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The least squares solution X  of Eqn. (12) is solved by the pseudo-inverse matrix B  of B  as 
follows, 

 .X B b  (15) 

3.4 procedure of actual camera calibration 
The distance measurement with enough high accuracy is necessary in the range of motion of 
the arm. Namely, the important measurement distances are as follows: about 1500 [mm] for 
rough scene understanding; about 1000 [mm] for searching of grasping point on the target 
object; about 500 [mm] for judgment to hold the target object by the gripper. Therefore, we 
developed a calibration rig where 30 target patterns were arranged as shown in Fig. 7. This 
calibration rig is set up to become a constant position to the installed cameras on the robot 
arm by using several tripods, and when the robot starts, it is used according to the following 
procedures if calibration is necessary. A comparatively high accuracy calibration can be 
achieved in the depth direction by using this calibration rig.  
 

 
Fig. 7. Configuration of a calibration rig. 

The camera calibration by using the rig might be executed in outdoor; therefore the 
detection of the target patterns by steady accuracy in the various outdoor environments is 
necessary. In this research, we employ the LoG (Laplacian of Gaussian) filter (Marr, 1982) to 
search for the position of the target patterns from camera images including noise, brightness 
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change, geometric transformation, etc. with stability and fast computing. It is well known 
that the LoG filter is isotropic band pass filter capable of reducing low and high frequency 
noise and completely removing both constant and linear-varying intensity. The LoG filter is 
represented by  

 ( ) ,

2
2

22 2
4 2

1 1
2

G e
u

u
u  (16) 

where (*) (*)( , )Tu vu  (* is left or right) represents a unit vector on the projection plane. 
Namely, this filter eliminates high frequency noise and local brightness change by Gaussian, 
and eliminates low frequency brightness change by Laplacian. Fig. 8 shows the example of 
applying this filter to the image of the calibration rig. The target patterns are detected by the 
subpixel matching with template image after this filtering is applied in each, and the camera 
calibration is executed by the above mentioned procedure.  
 

  
(a) left camera image   (b) right camera image 

  
(c) LoG image of left camera image  (d)LoG image of right camera image 

Fig. 8. Captured images and LoG filtering images of the calibration rig.  

The installation position and angles of the cameras were decided by the trial and error in 
consideration of the structure of the gripper of T-52, and then, the calibration accuracy 
according to the procedure is shown in Fig. 9. It is understand from this figure that the error 
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of the calibration was within 100 [mm] in the range of motion of the arm, and this camera 
calibration procedure was able to decrease the error of the target pattern extraction and to 
achieve the highly accurate calibration under the outdoor environment. Here, these errors 
include the setting error of the rig. To cancel these errors, we are developing now the 
method of extraction of characteristic feature points of the gripper for automatic calibration.  
The camera parameters obtained by calibrations above are used to calculate the distance to 
the object in the following camera systems.  
 

 
Fig. 9. Calibration accuracy vs. measurement distance. 

4. System interfaces  
Here, two kinds of developed interfaces are described: one is a monitor system that provides 
the sensor information efficiently for the pilot, and another is an interaction display system 
that tracks and displays the distances of the places that are set by the pilot. The image 
processing algorithms of them are different; the former is designed to present overall 
information of surroundings: the latter is designed to provide specific information desired 
by the pilot and to execute the processing in video rate. In the following, these systems are 
explained respectively. 

4.1 Display of overall information on scene 
The pilot understands a situation around the robot from information of the installed various 
sensors and operates it remotely. Although it is desirable that a lot of information is 
presented to the pilot, on the other hand, it is desirable for the system to be intuitive on the 
presentation of information, and to be designed not to accumulate tiredness in the pilot for 
efficiency operation. Therefore, we developed an intuitive interface system that indicates 
posture of the arm to the ground and distance surroundings of a target object. Fig. 10 shows 
an example of a monitor image presented to the pilot in the remote place by this system.  



 Computer Vision 

 

296 

 
Fig. 10. Monitor image presented to the pilot. The system generates a gravity indicator, a 
horizontal indicator, a disparity image window, and a distance indicator. 

4.1.1 Gravity indicator and disparity image  
A gravity indicator that shows the direction of ground in the camera system was arranged at 
the upper part on the screen, and a horizontal indicator was arranged at the center part on 
the screen. These are displayed based on information obtained with the motion sensor: the 
rotation angles to the world coordinate system are calculated by integrating the acceleration 
x-y-z axes in the camera coordinate system, and they are re-displayed in the video rate, i.e.  
30 [fps]. Moreover, a disparity image generated by a dynamic programming method 
(Birchfield et al. 1988) is displayed at the lower right of the screen, and the distance from the 
object is shown at the center part. Since the computational complexity of these processing 
based on the stereo vision is comparatively high, these indicators are re-displayed in the rate 
of 3-5 [fps]. The pilot can acquire various information by these displays without greatly 
changing the glance on the monitor. Examples of transition of display according to motion 
of the camera system are shown in Fig. 11. We see from Fig. 11 that the disparity images had 
been including the noise caused by matching error of the dynamic programming, and the 
property of the algorithm will be considered in the following.  

4.1.2 Generation of disparity image in outdoor environments 
The Birchfield�’s method is an algorithm to generate the disparity image efficiently by using 
a rectified parallel stereo camera (i.e. the image planes of two cameras are coplanar and their 
scanlines are parallel to the baseline). Moreover, the adjustments of five parameters, namely 
maximum disparity, occlusion penalty, match reward, reliability threshold, and reliability 
buffer factor are required for the execution of this algorithm. It is necessary to adjust these 
parameters in consideration of distance from target object, complexity of the scene, etc. by 
trial and error method after the installation of the camera system. Furthermore, the 
synchronization of the white balance and the shutter timing and the stable brightness 
images of the scene are needed for execution of this algorithm. The experimental results of 
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this algorithm on some conditions are shown in Fig. 12. Although the disparity image was 
generable efficiently when a steady brightness images were able to be acquired in the indoor 
environment, much noise was caused in the disparity images generated from the images 
with "black outs or white outs" occurred due to shortages of dynamic range or with complex 
background. Namely, it has been understood that the condition concerning the environment 
might be limited for the use though this system efficiently provides the pilot various 
information. 
 

  
(a)     (b) 

  
(c)     (d) 

Fig. 11. Example of transition of display according to motion of the camera system. 

4.2 Target tracker and distance indicator 
Next we aimed to construct an interface executable at high speed and robust against the 
change of the environmental condition. The outline of an operating flow of the developed 
system is as follows. First of all, the pilot touches the monitor to specify the target points for 
tracking, and small windows (e.g. 9 9  pixels) are generated around the set positions on the 
monitor. Next, the tracking and the distance measurement of the set points are executed at 
once, and the results of them are reflected on the monitor in real time and the distance is 
displayed on the window frame. When the pilot touches the tracking window again, the set 
point is released. Moreover, the color of the window frame shows the following meanings: 
�“green color�” represents the success of the tracking and the measurement; �“blue color�” 
represents that the tracking point exists in the distance where it can be grasped by the 
gripper, i.e. the point exists near less than 1 [m]; �“yellow color�” represents the failure of the 
stereo matching and the displayed distance is untrustworthy. As mentioned above, this 
system can be used by an easy operation of the touch panel. The procedure of the processing 
of this system is described as follows. 
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(a)  left camera image     (b) right camera image                   (c) disparity image 

   
(d)  left camera image     (e) right camera image                   (f) disparity image 

   
(g)  left camera image     (h) right camera image                   (i) disparity image 

Fig. 12. Experimental results of generating of disparity images on several conditions: (a), (b), 
and (c) show results of an indoor environment; (d), (e), and (f) show results of an outdoor 
environment; and (g), (h), and (i) show results of a backlighting condition. 

4.2.1 Detection algorithm 
Considering of the following items is necessary for the tracking and the distance 
measurement of specified points under the outdoor environment. 
 Keep the image processing speed at about 15-30 [fps]. 
 Ambient light changing. 
 Camera shakes from vibration of the arms by oil pressure drive and mis-registration of 

the cameras. 
 Achromatic color and complex scenes at the disaster scene. 

Therefore, we developed an algorithm for simultaneous execution of the tracking and the stereo 
matching by using the Harris corner detector (Harris et al. 1988) and a fast feature tracking 
algorithm (Bouguet et al. 2000). The Bouguet�’s algorithm is a pyramidal implementation of the 
Lucas Kanade feature tracker description (Lucas et al. 1981), and it generates the optical flow 
between two images for the given set of points with sub-pixel accuracy. The proposed image 
processing algorithm is executed according to the following procedures. 
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4.2.2 Flow of target tracking and measurement 
Let It and Jt be images captured by the left and the right camera at time t, and let  
It (u) (u  [x,y]T) be a pixel on It. 
1. The pilot sets the target point  It (un) on It, where n  represents the index of target. 
2. Generate a tracing window  

, ( )I
n t t nW I u w , 

        where, [ , ]Tw ww  (e.g. 4[pixel]w ). 

3. Find the corner points in ,
I

n tW  by employing the Harris corner detector. If more than 
three points are not found around It (un), then the set point is canceled. 

4. Generate a search window 

, ( )J
n t t nS J u b s  

        on tJ , where [ , ]0 T
xbb , .constxb  is determined based on the camera parameters,  

        and [ , ]Ts ss (e.g. [ ]10 pixels ) represents the size of the search window. 
5. Find  

, ,( ) ,J J J
n t t n n tW J Su d w  

         corresponding to ,
I

n tW  on tJ by employing the Bouguet�’s algorithm (Fig. 13(b):(a-0)),  

         where [ , ]J J J T
x yd dd . 

6. Calculate the distance to the point It(un) by using Jd and the calibrated camera 
parameters. If threshold

J
yd d , the result is judged as untrustworthy. 

7. Find ( )1
I

t nI u d , i.e. the feature point in the next frame image corresponding to 
feature points of It (un) by employing the Bouguet�’s algorithm for the feature tracking 
(Fig. 13(b):(b-0)), and go to the 2nd step (Fig. 13(b):(a-1)).  

The distance measurement and the target tracking are executed simultaneously by iteration 
of this procedure. Each window parameter is decided based on the range of motion of the 
arm and the camera parameters etc. beforehand. The experimental results of this algorithm 
implemented to the interface are shown in Fig. 14. Since this interface provides the pilot 
information only on the target points based on Bouguet�’s algorithm, it was possible to adapt 
to the tracking of fast movement object and the oscillation of the camera system. 
 

 
(a)      (b) 

Fig. 13. Outline of the target tracking and the feature tracking: (a) relation of the target points, 
the tracking windows, and the search windows; (b) relation of the windows on the time flow.  
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(a)    (b) 

      
(c)    (d) 

      
(e)     (f) 

Fig. 14. Execution results of the proposed algorithm for simultaneous execution of the 
tracking and the stereo matching. Two small windows at the center part of images are 
shown the tracking windows, and the windows at the bottom of the images are shown 
parameters of the tracking points. The target points were not lost though the camera system 
was intensely shaken for five seconds. Although the stereo matching failed on two frames 
(the color of target window changed to yellow as shown in (d)), the distance measurement 
succeeded in almost all frames.  

4.2.3 Experiment with robot 
The result of the experiment conducted by installing the developed interface in the robot is 
shown in Fig. 15. These images were captured by the left camera of the B-system mounted 
on the joint of the gripper of T-52, and a rectangular lumber was set in front of the gripper. 
The tracking windows at the upper part of the image were specified by the pilot and a figure 
in the window shows the order of specifying the feature point (first and second points had 
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been canceled). Moreover, the figure at upper part of the tracking window shows the 
measured distance, and the lower squares of the images and its inner figures show the order 
of the feature points and 3D position in a robot arm coordinate system, respectively. The 
color of the window changes according to the distance and the state of measurement as 
mentioned in 4.2. It was found from the experiment that the interface was able to provide 
the pilot with the measurement distance of the tracking points with stability, and the 
operation to grasp the rectangular lumber was executed smoothly. 
 

  
(a)     (b) 

  
(c)     (d) 

  
(e)     (f) 

Fig. 15. Results of an experiment of an operation to grasp a rectangular lumber by using B-
system installed in the joint of gripper of T-52. These images were captured by the left camera. 
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5. Conclusion 
In this research, we developed two kinds of pilot assistance systems for T-52 and T-53 
working in a disaster district. One is an interface that provides the information from several 
sensors efficiently for the pilot. Another is an interface that tracks and displays the distances 
of the points that are set by the pilot. This system can tell the pilot the distance by the 
change in the color that understands intuitively easily, and the processing speed is also fast 
enough. The pilot switches the two kinds of proposed interfaces according to the situation. 
The former is suitable for searching of a target object by the camera installed in the robot 
arm, and the latter is suitable for the operation that grasps a specific position of the target 
object by the arm. Then, the basic experiments for the construction of each system were 
conducted, and the effectiveness of them was confirmed.  
From now on, a further various tests and examinations will be necessary to use of these 
system and interface efficiently in the disaster scene. Moreover, more interface development 
research according to disaster scene to achieve the many kinds of work by the rescue robot 
will be necessary. We are continuing the research for the solution of these research topics 
now, furthermore have started the development for automatic work system of the robots. 
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1. Introduction     
Methods for measuring/calculating positions and poses using vision and 2D images are 
presented in this chapter. In such calculations a calibrated camera model is needed, and a 
newly developed generic camera model (GCM) is proposed and presented together with 
calibration routines. A camera model is a mapping of a 3D object space to a 2D image space 
and/or vice versa. This new GCM is aimed to be more accurate, computationally efficient, 
flexible and general compared to conventional camera models. See Fig. 1 for an application. 
The new camera model was developed because measurements showed that a conventional 
camera model (CCM) did not have a high enough accuracy for some camera types and robot 
positioning applications. 
 

 
Fig. 1. A vision system can measure the pose of a robot if the camera can see references. It 
can also determine the geometry of a curve to be welded by the robot. In that case it needs to 
first see the path from at least two directions and use stereo vision. 

The calibration calculates intrinsic and extrinsic camera parameters as well as positions of 
references from several images of these, using optimization methods. The extrinsic camera 
parameters are the 6D pose of the camera. The intrinsic camera parameters determine how the 
2D image is formed in the camera given relative positions of the camera and the environment.  
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Methods for estimating the camera parameters and the reference positions are presented. 
These calculations are based on the position, size and shape of references in the images. 
Estimates of these parameters are needed as initial values in the calibration to assure 
convergence. A method of calculating the �“centre point�” of a reference in the image is 
developed for increased accuracy, since the centre of gravity of the reference in the image 
generally does not correspond to the centre of the reference. The GCM allows for variable 
focus and zoom. This fact and that it can be used for wide angle fisheye cameras (which can 
not be modelled by the CCM) as well as low distortion cameras makes the GCM very 
versatile. 
Together with the GCM and the calibration, ambiguities or nontrivial null spaces are also 
discussed. Nontrivial null spaces occur when the same image can be obtained with different 
sets of camera parameters and camera poses. This can happen with the GCM, as well as the 
CMM to some extent, and is therefore important to consider in the calibration. Methods to 
handle these null spaces are described.  
Image processing techniques are not explicitly described, except for methods of finding 
centre points of the references in the image. It is assumed that the image coordinates needed 
are found with some method. 
Different kinds of distortions can be captured by a camera model. In a camera with no 
distortion, a collinear camera, a straight line in object space is mapped to a straight line in 
image space. A model of a collinear camera is called a pinhole camera model (PCM). Both 
the CCM and the GCM can  model ordinary radial distortion, but in different ways, while 
other types of distortions are modelled by some CCMs and the GCM, e.g. variations in 
entrance pupil (as in (Gennery 2006)) and decentring distortion (more in (Heikkila 2000) and 
(Kannala & Brandt 2006)). The GCM has an efficient way of including varying entrance 
pupil in the model, and two methods for compensating for decentring distortion.  The CCM, 
described by (Brown 1971), (Tsai 1987), (Heikkila 2000), (Motta & McMaster 2002), and the 
GCM, have been used in a laboratory experiment, where the accuracy of the vision systems 
were compared to a coordinate measuring machine (CMM). When only radial distortion is 
accounted for the GCM is better in accuracy. Then the other types of distortion can be added 
for further improvement of accuracy. Furthermore, the CCM is poor in handling cameras 
with a wide angle of view, such as fisheye cameras, which is why there are several other 
models developed, specialised for these (Basu & Licardie 1995), (Brauer-Burchardt & Voss 
2001), (Bakstein & Pajdla 2002), (Shah & Aggarwal 1996). The GCM can be used for both 
fisheye and ordinary cameras, and at the same time it includes the undistorted PCM as the 
simplest meaningful special case. Therefore there is no longer a need to use different models 
for these different kinds of cameras. 
Calibration methods using references which are a priori known can be found in (Brown 
1971), (Tsai 1987) and (Heikkila 2000). If the positions of the references are not known the 
calibration procedure is called self-calibration. Both self-calibration and calibration with 
known references are presented in this chapter. Self calibration procedures can also be 
found in (Fraser 1997) and (Dornaika & Chung 2001). Other methods for self-calibration use 
modulus constraint (Pollefeys & Van Gool 1999) and Kruppa�’s equations (Olivier et al. 
1992), the last two use only the undistorted PCM. Another calibration method that uses 
external measurements of the calibration camera poses is (Wei et al. 1998). Such a method is 
called active, while passive methods only use the information in the images for the calibration. 
Both passive and active methods are discussed below, and a method of improving the 
calibration by measuring camera positions after a passive calibration, is presented. 
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A calibrated camera can then be used for calculating a camera pose from an image, by using 
references with known positions. If a point or curve is seen from at least two directions its 
position can be calculated, using stereovision methods. A new general method for 
calculating positions from stereo vision is presented. 
There are other models that can be considered generic, as in (Kannala & Brandt 2006) and 
(Gennery 2006). An advantage with the GCM compared to (Kannala & Brandt 2006) is that 
they do not include the undistorted PCM as a special case, and also do not have entrance 
pupil variations included. Advantages compared to (Gennery 2006) are that GCM is more 
simple and efficient, both to implement and to run. (Gennery 2006) needs several iterations 
to do one camera model mapping, while the GCM can do it in a single strike. Fast 
calculations are important for both calibration and the applications; in the calibration since it 
involves many camera model calculations, and in the applications if the result is to be used 
on-line.  
To summarize the novelties of this contribution are as follows:  
 Introduction of a generic camera model (GCM) and its different kinds of distortion 

compensations, as well as its relation to other camera models. A main benefit of the 
GCM is that it includes wide angle of view (fisheye) cameras as well as ordinary 
cameras within the same unified model structure. 

 Methods for including variable zoom and focus in the model as well as procedures for 
how to include it in the calibration.  

 Discussions on nontrivial null spaces and how to handle them.  
 Algorithms for initial estimates of intrinsic and extrinsic camera parameters as well as 

reference positions.  
 Methods for calculating image centre points of references.   
 A new stereo vision calculation method.  
 Experimental investigation where the accuracy of different camera model 

configurations are analysed. 
The chapter is organised as follows; Section 2 presents camera models in more detail, both 
the CCM and especially the GCM. Section 3 describes calibration while Section 4 introduces 
vision pose calculations and stereo vision. Section 5 presents an accuracy investigation, and 
conclusions and future work are given in Section 6. 

2. Camera models 
A mathematical camera model consists of algorithms for conversion between the position of 
points in a 3D object world and their appearance as points in a 2D image plane. If the 
intrinsic and extrinsic camera parameters are known and an observed 3D object point 
position is known, the camera model can consequently be used to calculate where the object 
point ends up in the image. It can also be used the other way around; if an image point and 
the camera parameters are known the camera model can calculate all possible object points 
the image point could originate from.  
Both the CCM and GCM are described here. First an image coordinate system is introduced, 
where the origin is in the intersection of the image plane with the optical axis, called the 
principal point. The scaling is the same in both image coordinate directions. A conversion to 
the detector pixel image coordinate plane is made in Section 2.3. First only radial distortion 
is considered and decentring distortion can be added afterwards. Vectors with a superscript 
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w are coordinates in a world coordinate system, superscript i in a 2D image coordinate 
system, and superscript c in a 3D camera coordinate system. Indices 1, 2 and 3  denote x- y- 
and z- components of a vector respectively.  

2.1 Conventional Camera Model (CCM) 
In the simplest kind of camera model, the pinhole camera model (PCM), a point in 3D space 
is projected to the image plane through a straight line passing a point P  inside the lens 
system on the optical axis, see image point i

px  in Fig 2. This model is collinear and takes no 
distortion into consideration. To calculate an image coordinate point, i

px , corresponding to 
an observed object point, w

ox , using this model, first the points coordinates in a 3D camera 
coordinate system, c

ox , should be calculated, by rotating and translating the coordinates 
according to a camera pose. The pose is the position and orientation of the camera 

 TRxx w
o

c
o  (1) 

R  is a rotation matrix and T  is a translation vector of the conversion defining the pose of 
the camera, that is rotation and translation between a world and a camera coordinate 
system. The camera coordinate system has its x- and y- axes parallel to the image coordinate 
axes, and its z-axis along the optical axis. Its origin is in a point P, in the centre of the lens 
system, so this point is defined as the camera position for PCM and CCM, see Fig. 2. Note 
that the definition of the camera position differs for the GCM in the next section. For the 
GCM the origin of the camera coordinate system is the principal point, that is the 
intersection between the optical axis and the image plane. The image coordinates for a PCM 
are now 

 c
o

c
o

i
p xxfx 311  (2a) 

 c
o

c
o

i
p xxfx 322  (2b) 

where f (related to the focal length) is the distance from the detector to the pinhole point P.  
Sometimes a geometrical construction where the image is formed in front of the detector is 
used, and then the minus signs in (2) change to plus signs. 
One way of modelling distortion is to use a conversion between an image point and where it 
would end up in a PCM, i.e. a conversion between a distorted and a non distorted image. A 
CCM models radial distortion by taking a PCM point i

px , and moving it in the radial 

direction to the point i
rx  where it would end up in a radially distorted image, see Fig 2. A 

polynomial in 2
2

2
1

i
p

i
pp xxr , the distance in the image from the image point to the 

principal point, is used to adjust the position of the image point, according to  

 )( pp
i
p

i
r rfxx  (3) 

 ...)1()( 2
21 pppppp rkrkrf  (4) 

This polynomial adjusts the image point radially from or to the principal point. The 
constants pik  are intrinsic camera parameters and the degree of the polynomial )( pp rf  can 
be adjusted according to the camera used and the accuracy needed. Other functions than 
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polynomials can be used in (4), but a polynomial was chosen for simplicity. Sometimes only 
even powers of pr  are used. Note that from (3) it follows that 

 )()( ppppr rfrrr  (5) 

 

 
 

Fig. 2. Illustration of the CCM with the world, camera and image coordinate systems. Two 
points in the image are defined, one undistorted, px , and one radially distorted, rx . 

In (5) r is the distance to the principal point in the radially distorted image, 
2

2
2

1
i
r

i
rr xxr . If every image point is moved radially according to (5) this is the same 

as (3). The points are moved radially if the ratio between ix1  and ix2  is the same before and 
after the transformation. The transformation (3) or (5) can be performed in the opposite 
direction, so that  

 )( rr
i
r

i
p rfxx  (6) 

where ...)1()( 2
21 rrrrrr rkrkrf . Also here, usually only even powers of rr  are 

used. These methods are described in (Brown 1971), (Tsai 1987), (Swaminathan & Nayar 
1999), (Heikkila 2000), (Motta & McMaster 2002) and (Nowakowski & Skarbek 2007). If there 
is a need to calculate from the 2D image to 3D object space an equation for a straight line 
from the undistorted image coordinate converted to the 3D coordinate system through the 
pinhole point, P , is made. Then an image conversion from the distorted to non distorted 
image is needed. So whether (5) or (6) should be used depends mostly on the direction of the 
camera model transformation. When transforming to the image only the function value 
needs to be computed in (5), while in the other direction a polynomial equation has to be 
solved. With (6) it is on the contrary easier to convert from distorted to non-distorted image.  
The inclination angle  in Fig 2 is between the optical axis oaches 90 degrees, therefore 
large angles can not be modelled with the CCM. and the object line. One problem with the 
CCM is that pr  tends to infinity when  approaches 90 degrees, therefore large angles can 

not be modelled with the CCM. 
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2.2 The new Generic Camera Model (GCM) 
The GCM handles radial distortion in a different way than the CCM, and can also include 
variation of the entrance pupil position and decentring distortion. Entrance pupil can be 
viewed as another kind of radial distortion than discussed in the previous section. To 
explain entrance pupil, think of an image point. That corresponds to a line in the 3D object 
space, corresponding to all points the image point can have originated from, the object line. 
The line crosses the optical axis, but it can cross it on different positions depending on the 
inclination angle. The crossing point is called the entrance pupil and is denoted fox , see  
Fig 3. The GCM and the different distortions are divided into steps where each step 
accounts for one type of distortion. All of these steps can be performed in two directions 
either adding or removing the distortion type. Adding distortion is done when converting 
from object space to image space. In converting from image to object space the distortions 
need to be removed. If the different distortions are compensated for in the right order they 
can be separated into different steps, except for radial distortion and entrance pupil, which 
are connected, so they have to be handled simultaneously. First a conversion between a 3D 
object world and an image with radial distortion and varying entrance pupil, i

rx  is 
introduced. Then a conversion between i

rx , the radially distorted image point, to a 
decentring distorted point, i

dx , is performed. Finally, a conversion between i
dx  and i

cx , 
where, i

cx  is the measured chip pixel coordinates, is presented. The undistorted PCM 
coordinates i

px  can also be computed using the GCM as in (28). In converting to the detector 
the calculations should be in this order. When converting to object space the calculations are 
done in reverse, i.e. from i

cx  to i
dx , then from i

dx  to i
rx and from i

rx  to the object line. 
Variable focus and zoom in the model is presented in the calibration section. 
Radial Distortion and Entrance Pupil 
Again we start by using a 2D image coordinate system where the origin is in the principal 
point. The 3D camera coordinate system has its origin in the same point, that is in cax  in Fig 
3, and not in P  (= fox ), as for the CCM. So cax  is the position of the camera in the GCM. We 
start by converting from image to object space. In calculating with radial distortion and 
entrance pupil with the GCM first two points are defined on the optical axis, called fix  and 

fox , see Fig 3, where fox  already has been discussed. Both of these points can slide along the 
optical axis depending on the inclination angle, , or depending on r which is a measure of 

. The object line is parallel to a line from an image point, rx , to fix , and it goes through 

fox . This geometrical construction defines the radial distortion and the entrance pupil of the 
GCM, see Fig 3.  
The distance from the detector to the points fix  and fox  are called ( )innerf r  and ( )outerf r . r is 
the distance from the image point to the principal point as before. The dependence of r in 
innerf  and outerf  can be set to polynomials,  

 2
0 1 2( ) ...innerf r d d r d r  (7) 

 2
0 1 2( ) ...outerf r e e r e r  (8) 
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where id  and ie  are intrinsic camera parameters. Here 0d  is the same as f  in the CCM. 
The degrees of the polynomials can be chosen to get a good enough accuracy and a simple 
enough model. It might seem more natural to have innerf  and outerf  as functions of  instead 
of r, but since  is not directly known, that would give a more complicated and slower 
calculation. The reason that it is possible to use r instead of  is that for a given camera 
there is a one to one relationship between them and that we have the freedom to design an 
appropriate function dependence (by choosing polynomial coefficient values) between innerf  
and outerf  and its variable. Compare with (Gennery 2006), which gives more complicated 
formulas for modelling the same phenomena.  
 

 
Fig. 3. Geometrical construction of the GCM, with different inclination angles. The points 
fox  and fix  can slide along the optical axis depending on r, the distance to the centre 

principal point. For large angles, , the undistorted image point of the CCM would be far 
away from the centre of the image, causing problems for the CCM. The GCM solves that by 
having fix close to the detector (or even below it). 

Let the unit vectors xe , ye  and ze  span a 3D camera coordinate system. The x- and y- axes 
in this 3D camera coordinate system are the image x- and y- axes, and the z- axis is pointing 
along the optical axis. If the camera is rotated by angles ,  and  compared to a world 
coordinate system, the unit vectors in the world coordinate system can be expressed as 

 
cossin

sinsinsincoscos
cossinsinsincos

;
sin

sincos
coscos
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x

w
z ee  (9ab) 

 
coscos
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Relations between the points in Fig 3 and the unit vectors and the polynomials (7,8) in a 
world coordinate system are  

 ( )w w w
fo ca outer zx x f r e  (10) 
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fi ca inner zx x f r e  (11) 
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The object line can now be expressed as  

 )( w
r

w
fi

w
fo xxax  (13) 

where the parameter, a, can be varied to move along the object line. Using (10,11,12) the 
object line (13) can also be written  

 1 2( ) ( ( ) )w w w i w i w
ca outer z inner z r x r yx f r e a f r e x e x e  (14) 

The terms inside the parenthesis after a defining the direction of the line should be 
measured in the same unit, where an image unit like pixels is convenient. The two first 
terms should be in the length unit of a world coordinate system, not necessarily the same as 
inside the parenthesis.  Equations (7)-(14) represent the conversion from the 2D image to the 
3D object world. Using this method it is also possible to go in the other direction, i.e. from 
the object space to the image space. Assume we have a point in the object space, w

ox , with a 
certain position relative to the camera. First calculate the point�’s position in the 3D camera 
coordinate system, c

ox , using (1). Then the following equation for r can be used, derived 
using similarity of triangles:  

 3

2 2
1 2

( ) ( )c
inner o outer

c c
o o

f r x f r
r x x

 (15) 

This is an equation that can be solved for r so the distance to the centre of the image is 
known. Then use the fact that if there is no decentring distortion the ratio between i

rx 1  and 
i
rx 2  in the image is the same as between c

ox 1  and c
ox 2 , but they have opposite signs (or the 

same signs if it is projected in front of the lens). This gives the following formulas for i
rx  

based on the solution of (15) and the vector c
ox  
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Since (15) can be transformed into a polynomial equation if ( )innerf r  and ( )outerf r  are 
polynomials it can have several solutions. If more than one is real a test has to be made to 
obtain the correct solution. r should have appropriate values in relation to the size of the 
detector.  It can also be tested if the corresponding values of  ( )innerf r  and ( )outerf r  are 
reasonable. The degree of the equation (15) is 
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 degree(eq 15)=max((degree ( )innerf r ); (degree ( )outerf r )+1) (17) 

Therefore, if conversion shall be done to the image, the degree of ( )outerf r  should usually be 
at least one lower than ( )innerf r   so that it does not contribute to give a higher degree of the 
polynomial equation. This is not a problem since it is more important to have an accurate 

( )innerf r  than ( )outerf r . If ( )outerf r  is constant and a low order polynomial in (15) is wanted, in 
relation to the number of camera parameters, then a quotient between two polynomials can 
be used as ( )innerf r , where the degree of the denominator polynomial is one degree lower 
than the numerator. 
Decentring Distortion 
Decentring distortion can be caused by e.g. a leaning detector surface, badly aligned lens 
system and non constant refraction index in the lenses. These effects are usually larger for 
cheap cameras. A special method accounting for leaning detector is presented first, and then 
a more general method will be presented. Leaning detector is compensated for by using 
formulas defining a conversion between points in a leaning detector and a non-leaning 
detector. So now we convert between rx  and dx . The compensation for leaning detector is 
such that a straight line between a point in the non-leaning and the corresponding point in 
the leaning detector crosses the optical axis at a distance ( )lf r  from non-leaning image 
plane, Fig 4. 
 

 
Fig. 4. The leaning image compensation converts between leaning and non-leaning detectors 
so that a line between the points on the two planes hits the optical axis at a point ( )lf r  units 
from the principal point. 

First it is assumed that the image coordinate system is rotated, by an angle , so that the x- 
axis is pointing in the direction of the steepest descent of the leaning detector, and the centre 
of the image is still in the principal point. The point i

rx  is called i
rrx  in the rotated image 

coordinate system. If  is the leaning angle of the detector, the relations between the 
coordinates in the two planes are obtained from geometric analysis as 
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Here fl(r) is a polynomial defining a point on the optical axis similar to finner (r) and fouter(r). r 
is the distance to the principal point in the non-leaning image plane, just like before.  i

drx  is 
the image coordinates in the leaning image plane. This leaning image plane should be 
rotated back so that the orientation of the image plane coordinate is equivalent to the 
orientation before the leaning detector compensation. Since the plane is now leaning it is 
better to rotate back a slightly different value than . If it is desirable to have the optical axis 
and images x- axes before and after the transformation in the same plane, a relation between 
the rotation angles is 

 )tanarctan(cos  (19) 
Here  is a rotation in the non leaning plane and  is the corresponding rotation in the 
leaning plane. Note that this gives a relation between the rotation angles, but the rotations 
should be in opposite directions. 
The result of the back rotation, called i

dx , is then the coordinate in the leaning detector. With 
(18) it is easy to obtain a closed expression converting from non-leaning to leaning plane, 
but the other direction is more difficult, because then two equations have to be solved. One 
simplification conversing from leaning to non-leaning is obtained by using r in the leaning 
detector as approximation to r in the formulas. If this does not give an accurate enough 
result an iteration can be used, so that an r from the solution of the approximated equation 
is used, and solve the system again, giving a better and better value for r. This can be done 
any number of times, but it should converge quickly. If fl(r) is constant these iterations are 
not needed. 
Another way of solving the equations (18) from leaning to non-leaning is to use vector 
algebra. Construct a line going from an image point in the leaning detector plane to a point 
on the optical axis defined by fl(r), and solve a linear equation of where this line crosses a 
non-leaning image plane. One difficulty here is again that r in the non-leaning plane is not 
known. Again it can be approximated by r in the leaning plane, and if necessary perform 
iterations to get a better r. So we have methods for converting in both directions.  
Leaning detector compensation may also be useful for modelling inaccurately aligned 
lenses. Another method, taking decentring distortion into account, can be used if there is a 
combination of different kinds of decentring distortion, or if it is not known what causes the 
decentring distortion. The method uses a conversion between an image plane with no 
decentring distortion and an image with decentring distortion, or the other way around.  
is an image angle around the optical axis, and r is as before the distance to the principal 
point from the image point. i

re  is a unit vector pointing radially away from the centre of the 
image to the image point. i

te  is a unit vector perpendicular to that but still in the image 
plane. Formulas for converting from non-decentring distortion coordinates i

rx  to an image 
with decentring distortion i

dx  are then 

 2 3 2
1 2 3 4 5 6 7 8 9( , ) ( )( cos sin ) ( )( cos(2 ) sin(2 ))rd r g r g r g r g g g r g r g g (20) 
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 2 3 2
1 2 3 4 5 6 7 8 9( , ) ( )( cos sin ) ( )( cos(2 ) sin(2 ))td r h r h r h r h h h r h r h h  (21) 

 ( ) ( , ) ( ) ( , ) ( )i i r
tot r r r t td x d r e d r e  (22) 
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i
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i
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Here rd  is a distortion in the radial direction and td  is a distortion in the tangential 
direction. This is a bit similar to (Kannala & Brandt 2006), but r is used instead of  for the 
same reason as above, and also odd powers are included. Another difference is that the  
and r dependences are not separated here, as it is in (Kannala & Brandt 2006). More 
parameters can easily be added or removed, so it describes a family of decentring distortion 
compensation methods. If there is a need to go more efficiently in the direction from 
distorted to not distorted image a more suitable method can be achieved by just changing 
i
rx  and i

dx  in (20-23), and use unit vectors pointing radially and tangentially in the distorted 
image, then the values of the constants ig  and ih  in (20) and (21) will change. There are 
other ways to take care of decentring distortion (Brown 1971), (Swaminathan & Nayar 1999), 
(Heikkila 2000). These types of decentring distortion can also be combined with the GCM. 
One advantage of the calculations presented here is that the same behaviour can be achieved 
independently of the directions of the image coordinate axes.  
To summarise, with decentring distortion we have methods that efficiently can go from 
either decentring distorted image plane to non-decentring distorted or vice versa. If there is 
a need to go in both directions one of the directions will be a bit slower and more 
complicated.  

2.3 Image plane coordinate conversions 
In the equations so far it has been assumed that the image coordinate system has its origin in 
the principal point. Also the same coordinate axis units are used in the two image directions. 
In a real camera however, this is usually not the case, but that problem is easily solved by 
having a conversion between the real camera detector chip coordinate system and the 
simplified ones used above. This is needed both for the CCM and the GCM. The 
transformation between the coordinate systems, i.e. from a point i

dx  to a detector chip 

coordinate, i
cx , is 

 i
c

i
d

i
c xx

m
sm

x 0
2

1

0
 (24) 

Here 1m  and 2m  adjust the image unit scales in x- and y- direction of the detector. They are 
different if the pixel distances are different in the two image directions, the ratio between 
them is called the aspect ratio. i

cx 0  is the detector pixel coordinates of the principal point. 
(24) shifts the origin of the coordinate systems, so that it is in the sensor coordinate system 
origin. If the detector image coordinate axes are not perpendicular to each other the 
parameter s  is used, otherwise it is zero. 



 Computer Vision 

 

314 

2.4 Comparison between the models 
The models can be compared by looking at a simple version of the GCM, with constant 
entrance pupil and no decentring distortion. In that case the CCM and the GCM both model 
a camera with ordinary radial distortion. The relation between the angle  and r and f  
are, for PCM, CCM and the GCM respectively, 

 Pinhole Model, PCM 
f
rtan  (25) 

 Conventional Camera Model, CCM 
f
rrp )(

tan  (26) 

 Generic Camera Model, GCM 
)(

tan
rf

r

inner

 (27) 

Here it can be seen that if ( )r p r  where ( )p r  is a polynomial in r was used in the CCM 
instead of ( )pr r , the same radial distortion model can be obtained as the GCM with 
constant entrance pupil. The other way around the GCM can be equivalent to a CCM if 

( )f p r  is used as innerf . A mix between the models can be constructed if a quotient 
between polynomials is used as ( )innerf r  or ( )pr r . That will also give polynomial equations 
for the projection to the image (15) for the GCM, (this is true even if also variation in 
entrance pupil is used in the model, if outerf  is a polynomial or quotient between 
polynomials).  
The fact that tan  is large or even goes to infinity as  approaches 90 degrees is a problem 
for the CCM, since that can not be modelled by its polynomial trying to compensate that. It 
is no problem for the GCM, since if ( )innerf r  is zero also the right hand side of (27) goes to 
infinity. If ( )innerf r  is small or even negative it is no problem for the object line of GCM to be 
directed in larger angles . 
Sometimes there is a need to know how the image would look without distortion. That can 
be done even if the camera is calibrated (see Section 3) with the GCM,  if outerf  is constant. 
The undistorted image can be calculated from similarity of triangles according to: 

 0

( )p
inner

f r
r

f r
 (28) 

Every point should be moved radially from the centre according to (28) to get the 
corresponding undistorted image. Any value of the constant 0f  gives an undistorted image, 
but if the image scaling in the centre of the image should be preserved, the first constant in 
the ( )innerf r  polynomial, 0d , should be used as 0f . Then the image scale will be the same as 
for the CCM after radial distortion compensation. If decentring distortion was used first the 
non decentring distorted image points should be calculated and then use (28) on the 
resulting image. If outerf  is not constant this formula will only be an approximation.  
Entrance pupil variations are more important for cameras with a high angle of view. Also it 
is more important if the distance between the camera and the observed objects can vary. 
That is since, if the distance is not varying, a camera model with a slightly wrong position of 
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the entrance pupil can approximate an exact model in a good way, see Fig 7. Fisheye 
cameras have a large depth of focus. Therefore there are three reasons for using the GCM for 
fisheye cameras. The large viewing angle and the depth of focus makes entrance pupil 
important, and the way to handle ordinary radial distortion is suitable for fisheye cameras. 
Since the simplest meaningful special case of the GCM is the PCM, it is suitable for low 
distortion cameras as well. Therefore the GCM has the best of both worlds compared to the 
CCM and models specialised for fisheye lenses. 
The GCM is also suitable for situations where the focus and/or zoom can vary, as will be 
described in Section 3.1. 

3. Calibration 
To use a camera model its intrinsic parameters have to be known, and these are determined 
in a calibration. That can be done by taking several images of reference points from different 
angles and distances, and perform a calibration calculation based on the images. In these 
calculations the positions of the references will be calculated, as well as the camera poses for 
the calibration images. The reference positions are also useful if there is a need to calculate 
camera poses based on images, described in Section 4.1. The calibration problem can be 
transformed into a least squares optimization problem. If the optimization is made in image 
space the function to minimize is obtained from the norm of a residual vector of distances 
between the measured image points i

cx  and the estimated points, i
cx�ˆ  calculated based on 

(24) of the camera model and its partly unknown parameters:   

 
2

�ˆmin
j k

i
cjk

i
cjk xx  (29) 

The sum is taken over all calibration images with indices j and all reference points with 
indices k. It is an advantage if approximate initial values of reference positions, camera 
poses and intrinsic camera parameters are known. Otherwise the optimization procedure 
may not converge, see Section 3.3.  
One optimization issue is that it has to be known which reference point in the object world 
corresponds to which point in the images, the correspondence problem. One way of solving 
that is to place unique groups of references in the environment, like star constellations. 
These can be matched with a matching algorithm. Actually the references together can be 
viewed as one large constellation, but then it takes a longer time to match. Another way of 
doing this is to manually instruct the system the identity of each point in the images. The 
same optimization criterion, (29), is used weather the reference positions are known or not, 
but if they are not known they are calculated by the optimization program, otherwise they 
are considered given constants. 
In the calibration calculations there are a large number of unknown parameters. If the 
references are unknown there are six pose parameters for each calibration image, three for 
each reference position in addition to the intrinsic camera parameters. A residual vector 
containing all the optimization image errors can be sent to the optimizer. The optimizer can 
then square and sum if needed. Also a Jacobian matrix can be sent to the optimizer. This 
Jacobian contains all the partial derivatives of all the elements in the residual vector with 
respect to all the unknown parameters. Calculation time can be saved by using the fact that 
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most of the elements in this matrix are always zero. For example the derivative of a residual 
element corresponding to one image is zero with respect to a pose parameter of another 
image camera pose. The same is valid for the derivative of an image reference position with 
respect to the position of another 3D reference point. The derivative with respect to an 
unknown intrinsic camera parameter will in general not be zero though. These derivatives can 
be computed numerically, or analytically. The residual vector can have the double length if 
each image point difference is divided into individual difference in x and y direction.  
The optimization can also be made in object space. By using a measured image reference 
coordinate, the camera model can be used to calculate the corresponding object line 

)( w
r

w
fi

w
fo xxax . The shortest distance from this line to its corresponding 3D reference point 

position w
ox  can then be used as residual. An optimization criterion for this case is 
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In the parenthesis is the formula for the shortest distance between a point and a line. 
Minimization can also be performed at any stage in between, for example the points can be 
converted to non-decentring distorted image coordinates and the residual vector is 
formulated accordingly. Yet another possibility is to use (28), and minimization can be done 
in a non distorted image plane, if outerf  is constant. There are calibration methods specialized 
in minimizing errors in a non distorted image plane, that uses the fact that there straight 
lines are mapped to straight lines in the images (Devernay & Faugeras 2001), and these can 
be applied also for the GCM if (28) is used. Reference points can be placed in the 
environment for that purpose, or natural points and corners can be used.  
Another way of performing the calibration when camera poses can be measured 
independently, e.g. by a laser tracker, is to also include differences between the calculated 
calibration poses from vision and measured poses in the optimization criterion. If the 
calibration camera poses are measured, the calibration is called active. One thing to consider 
then is that if the systems measure in different coordinate systems, and it is not exactly 
known which point on the camera is measured transformation parameters will be added as 
variables in the optimization. Weights should be added to the least squares error 
components, to get the right importance of image pixel errors compared to position errors 
and orientation errors. 

3.1 Variable Focus and Zoom 
The geometry of the camera has been considered constant so far. It is possible to allow for 
variable focus and zoom in the system using the GCM if there is some kind of measure of 
how the camera is focused and zoomed. There are two reasons that the GCM is suitable for 
variable focus and zoom applications. One is that the position of the camera can be a point 
on the detector, and not in the lens system that can move when zooming and focusing. 
Another is that the entrance pupil can move considerably when changing the zoom. 
The calibration procedure would be similar as for fixed geometry, but the calibration images 
must of course be taken with different focus and zoom. Some kind of interpolation or 
function dependency will be needed between different values of the focus and zoom 
parameters and the other intrinsic camera parameters. If foc is the focus and zo is the zoom, 
one way is to let the intrinsic parameters depend on them in the following way 
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That is each camera parameter can be replaced by this kind of expression. This implies there 
will be six times as many camera parameters. These dependencies are in general different 
for different camera parameters though, e.g. m1, m2 and s for the image plane conversions do 
not depend on the focus and zoom and therefore do not imply more parameters. Another 
way of calculating with variable focus and zoom is to do a regular calibration for some fixed 
values of these parameters, and then use interpolation between them, like in Fig 5. Here a 
triangular net is constructed in the 2D space of foc and zo values.   
If the system is calibrated in the points of Fig 5, then if for some value of these parameters it 
can be determined which triangle we are in, e.g a linear interpolation between the corner 
points of the triangle can be done. If a projection to the image shall be done, first calculate 
the corresponding image coordinates for the triangle corners, and do the interpolation. A 
similar thing can be done in the other direction by calculating the vectors of the object line 
and do a linear interpolation. If it is important to have exactly the same transformation both 
from image to object space and vice versa, as in the method to be shown in the last part of 
Section 3.3, the following can be done. Make an interpolation of the different camera 
parameter values in the triangle corners, and use them to do the camera model projections. 
A rectangular net can also be used, then a bilinear interpolation should be used. 
 

ocf

oz  
Fig. 5. Triangular net used for interpolation between points calibrated for different values of 
focus and zoom. 

3.2 Nontrivial null spaces 
Before the actual calibration calculations, we consider so called non trivial null spaces. These 
are ambiguities occurring when the same image can be formed with different parameter 
setups, such as camera parameters and camera poses. That can cause problems when the 
calibration is based on images. One obvious null space occurs when changing the world 
coordinate system. By redefining the world coordinate system or moving the complete 
system with camera and references the same images can be obtained. Therefore the 
coordinate system should be locked somehow before the calculations.  
Seven parameters need to be locked for defining the world coordinate system, three for 
position, three for orientation and one for scaling.  
First force the system to have the coordinate system origin, (0,0,0)T, in one reference point. 
Let the x-axis be in the direction to one other reference point by measuring the distance, x, 
between these points and set the coordinates of this second reference to (x,0,0)T.  
Then the z- coordinate of a third point can be set to zero, defining the final rotation degree of 
freedom. These numbers should be constants, and hence not be changed during the 
calibration calculation. The length scales of the system will be defined by x. The more exact x 
is measured, the more accurate the length scales will be. This will define a 3D world 
coordinate system that the vision system relates to.  
Another nontrivial null space occurs when determining the constant e0 of fouter in (8). If it is 
increased for a camera pose, the same image can be formed by in the same time moving the 
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camera backwards the distance of change of e0. To solve that e0 should be set to a constant 
and not be changed during calibration, if focus and zoom are constant. As a matter of fact it 
is usually best to set that coefficient to zero. That will give a camera model that differs a bit 
from Fig 2, but mostly for pedagogical reasons it was first described it in that way. Instead 
in Fig 2 the point xf0 together with the object line will be moved down close to the image 
plane (or more correctly the image plane and xfi moved up). This makes the position of the 
camera defined as a point in the centre of the optics, just as with the CCM, which is good. 
One exception of e0=0 is if the camera is calibrated also with respect to varying focus and 
zoom. Then e0 can be a function of these parameters, but to find that function dependency 
the calibration camera positions have to be measured with some other system, as in the last 
part of the calibration section, because of this null space. One way of determining the 
dependence of e0 with respect to zoom is to look at the camera and see how much the front 
lens moves when zooming. That dependency can be used for that parameter and then 
optimize the rest with respect to images.  
Another null space is in the values of the constants m1 and m2. Their ratio, the aspect ratio, is 
the ratio between the pixel distances in x- and y- on the detector. Though one of them can be 
set to any positive value. Therefore it is convenient to set one of them to one. Then the unit 
of innerf  will be a pixel distance unit. The unit of outerf  is the same as for an outer world 
coordinate system. The other of the two constants mi can be seen as a camera parameter, to 
be determined in the calibration procedure. The calibration will then find it to be the 
mentioned ratio between the pixel distance in the image directions. With this method we 
actually don't have to know the actual pixel distances in the detector, in fact it can not be 
determined in this kind of calibration, and it is not needed, at least for the applications here. 
Other nontrivial null spaces can occur when the detector surface is parallel to a planar 
reference plate. Consider, for simplicity, a PCM. Then if the camera is moved away from the 
reference plane and in the same time the focal distance is increased, with the same 
proportions as the movement distance from the plate. Then the same image would be 
obtained, see the left part of Fig 6. In the figure two �“light beams�” are shown but actually 
the whole image will be the same. This can cause problems if the calibration images are non-
leaning enough compared to the reference plate, even in calibration with known references. 
Therefore images with leaning camera have to be included in the calibration, at least in 
passive calibration and the references are in a plane. This can occur also when the camera 
has distortion. 
If the detector is not perpendicular to the optical axis, and again the references are in a plane 
another null space can occur. Think again of a PCM, but with leaning detector 
compensation. Then the detector can be kept parallel to the reference plane even though the 
optical axis is leaned, Fig 6. If this camera is moved to the side, and the lens system is held 
directed towards the same point on the reference plate (by leaning the detector surface), 
then the image will not change. Hence this is another nullspace. This is another reason to 
include calibration images with leaning camera poses. 
In order to get a good calibration the calibration images have to be such that the references 
seen in the images cover the range of inclination angles, , the system shall be used for. If 
the entrance pupil is not constant compared to the camera the calibration images have to 
vary both in distance and angle to the references. Otherwise the calibration calculation can 
make the system work accurately only for the particular distance of the calibration images, 
see Fig 7. The problem occurs if there is a large enough interval of  where the distance to 
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the references does not vary. That is because of another null space. If somewhere in the  
interval outerf  is e.g. too large that can be compensated by having innerf  a little too small, see 
Fig 7. Then the system will be accurate only for one distance in that direction, . 
 

1f

2f
3f

 
Fig. 6. If the detector surface is parallel to a reference plane nontrivial null spaces occur. 

 
Fig. 7. If the distance to the reference does not vary two different sets of camera parameters a 
and b can both give a small error norm in both image and object space. The calibration can 
not determine if situation a or the dotted b in the figure is the right one.   

3.3 Pre-processing algorithms 
This section suggests means for improved calculation results, especially initial values for 
extrinsic and intrinsic camera parameters as well as reference positions to assure 
convergence, and estimation of the centre of a reference in the image. The centres of the 
references are important since the centre of gravity of a projected shape in the image does in 
general not reflect the centre of the object in object space. The calibration is a large 
calculation, and without estimations of the parameters it is hard for them to converge at all. 
For the methods in this section to be valid the references needs to be flat and with a known 
geometry. 
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Estimating Intrinsic Camera Parameters 
Initial values of intrinsic camera parameters are estimated based on the shapes of images of 
reference points. For each reference in the image, extract image coordinates around its 
border on a sub pixel level by using greyscale intensities of the pixels. Use the camera model 
to convert these points to object space lines, see Fig 8, project them to a plane in object space, 
and then match the known real shape and size of the reference to these object lines using 
optimisation routines. The set of intrinsic parameters that give best match are used as initial 
estimates of the camera parameters.  
This can be done to several or all of the references in the images. When a good match is 
achieved we have probably found good estimates of the intrinsic camera parameters.  
Details in the problem formulation are now given, and to ease the work start the 
calculations in the camera coordinate system. The points used in the camera model to 
project to the object space is simplified to 
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The corresponding object line is then expressed by inserting (32) into (13). The equation of a 
plane through an estimated flat reference can be written 

 Reference Plane: yxo vavax 21�ˆ  (33) 

The vectors ox�ˆ , xv  and yv  define the location and angle of the estimated reference plane 
and 1a  and 2a  are parameters.  

 
Fig. 8. For estimating calibration parameters, and also calculating reference image centre 
points, the boundary of the image of the reference is projected to a reference plane in object 
space, the results are points fx . ox�ˆ  is the centre of the points fx . After optimization of (34) , 
c
ox�ˆ  will be estimations of reference positions c

ox . 
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The vectors ox�ˆ , xv  and yv   are first estimated roughly, see below, and then an optimization 
procedure can be used to adjust them more exactly. By setting the formula for the plane (33) 
equal to the object line expression, a system of equations is obtained where the solution, fx , 

is their intersection. Without loss of generality ox�ˆ  can be set as the centre, or some other well 
defined point on the reference, in the object world. xv  and yv  span the plane, and must not 
be parallel.  
Now the least squares sum can be expressed. Index j  represents the camera poses, index k  
the reference number and l  is a numbering of the points around the image of a reference 
circle. The sum should be minimized with respect to the reference centre points and the 
plane angles ( ox�ˆ , xv  and yv ) and the intrinsic camera parameters. For circles this can be 
expressed as 

 min 
j k l

k
c
ojk

c
fjkl rxx 2)�ˆ(  (34) 

This is a sum over squared differences between the distances from the out projected border 
points c

fjklx   to the estimated reference circle centre points, c
ojkx�ˆ , and the circle radius, kr . The 

points fjklx  are assumed to be in the projection planes, which they always are if they are 
calculated as the intersection between the plane and the lines described above. The radius 
kr  of the reference points should be measured before the calculations, so that they are 

known and inserted in the expression. If the radius is not correctly measured it will change 
the distance between the camera and the reference points in the calculations, but the values 
of the intrinsic camera parameters will be almost exactly the same. The calculations can also 
be performed in two steps so that an outer optimization of the camera parameters calls a 
plane matching optimization routine. This should give more stable calculations. 
Since this is only an estimation calculation decentring distortion should probably be 
ignored, as well as the entrance pupil variations. As starting approximation of the principal 
point, the centre of the detector can be used. This coordinate can be further optimized if 
needed.  
Computationally it is efficient to just start with a few references, and add more while the 
estimation is improved. When adding new references starting values of ox�ˆ , xv  and yv  

should be estimated for the reference. From the centre of gravity c
gx  of the image 

coordinates around the reference an object line can be computed that approximately should 
go through the reference c

ox . But at first we don�’t know the distance from the camera. To 
determine the distance a test plane can be constructed somewhere on the object line that is 
orthogonal to it. Calculate object lines based on each image point around the reference, and 
calculate their intersections with the test plane. The test plane is obtained by setting the 
vectors (35) into (33). 
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The intersection can be calculated with linear equation systems, setting (33) equal to (13). 
The unit vectors in (35) in the camera coordinate system are simply Tc

xe )0,0,1( , Tc
ye )0,1,0(  

and Tc
cze )1,0,0( . From the out projected points not only the direction but also the distance 

and the angles can be compued.  Calculate the out projected points centre of gravity, c
gfx , in 

the plane defined by (35).  Find the out projected point with the maximum distance to this 
centre of gravity. Call a vector from the centre of gravity c

gfx  to the point furthest away maxR  
and the corresponding distance maxr . Find out the shortest distance to the centre of gravity, 
call the distance minr . Observe that maxr  is the radius corresponding to a non-leaning 
direction of the circular reference. Therefore the ratio between kr  and maxr  determines how 

far from )( gfo rx  the reference is, measured in units of )( g
c
fo

c
gf rxx . In the direction 

corresponding to minr  the reference plane leans the most corresponding to the test plane. The 
leaning angle in that direction is )arccos( maxmin rr . Good starting values for ox�ˆ , xv  and yv  in 
the optimization (34) can now be expressed as: 
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xv  and yv  contains angles. It is usually better to adjust these angles in the optimizations (34) 
than the vectors xv  and yv  directly. Starting values of the angles are then 0 for  and 

)arccos( maxmin rr  for . There are two values of yv  because of the plus and minus signs. Both 
should be tried, and the one leading to the best fit is used. The calculation of starting values 
for intrinsic camera parameters here are not only used for that, but also as a starting values 
in the next two sections. 
Approximate Reference Positions and Pose Calculations 
In the above calculations not only the intrinsic camera parameters were estimated, but also 
the relative positions of the references and the camera poses, through the c

ox�ˆ  vectors. 
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Therefore from the output of the optimization in (34) the relative positions of the reference 
positions, and also the different poses for the calibration images, can be approximately 
calculated also in the world coordinate system. These positions are valuable starting points 
for the calibration procedure. 
The extrinsic camera parameters and reference positions are calculated by matching the 
reference positions that are now given in the camera coordinate systems for the different 
calibration poses. The idea is to transform the systems by rotation and translation so that the 
reference positions match each other as well as possible. 
One way of making the coordinate transformations to calculate camera poses and reference 
positions, is again to optimize using a least squares expression. 
The relative positions of the reference point to the camera positions are c

ojkx�ˆ , calculated in 
the initial camera parameter estimation section above. These are transformed by a rotation 
and translation for each image, similar to (1) but this time from camera to world coordinates, 
to get the points 

 j
c
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w
ojk TxRx �ˆ�ˆ  (38) 

Here w
ojkx�ˆ  are approximations of the reference point positions w

okx . These are transformed for 
each image j so that the different approximations of the same point match each others as 
well as possible. jR  is a rotation matrix defining rotations by three angles around the three 
axes, jT  is a translation vector with three components. These are transformations from the 
different camera coordinate systems to the world coordinate system. The least squares 
expression should be optimized with respect to jT  and the three angles in jR  and can be 
expressed as: 
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This is the sum of squares of the reference points distances to their average position based 
on all images. The sum over i is actually another sum over images where kn  is the number 
of images for each reference point. 
Here some degrees of freedom need to be locked, to prevent the optimization from �“drifting 
away�”. One way of doing that is to formulate a variation of (39). For the three references 
with fixed coordinates for the calibration (see Section 3.2), replace the aveage sum for these 
reference parameters with the known fixed values. The optimization in (39) now gives all 
the elements in every jR  and jT  which hold the information of the poses of the camera for 
the images j .  
As approximation of the reference positions the last sum in the expression (39) can be used. 
If references are already known before the calibration calculation a similar method can be 
used to calculate the calibration camera poses jR  and jT , but then the last averaging sum 
should be replaced by the known reference positions. 
Image Reference Coordinates 
Image points that correspond to certain points in the 3D object world are needed in the 
calculations. If we for simplicity assume circular references, it is natural to use the centre of 
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it in the 3D object world as the reference 3D position. To get a good accuracy we need to 
know a 2D point in the image that corresponds to that 3D point. It is not optimal to use the 
centre of gravity as the reference point in the image, not even if a simple PCM camera is 
used. What we want is an image point that as exactly as possible is �“looking at�” the 
reference centre point. The result of (34) is a good starting point also for calculating these 
image centre points. The image references are projected to planes in the object space in (34), 
and their 3D positions of their centers are calculated. Now we can just project these points 
back to the image using the camera model. We even know the reference points in the camera 
coordinate systems, giving even simpler projections, since equations (15,16) can be used 
right away without doing coordinate transformations first. The reference positions and 
camera parameters are only approximately known, but when projecting the centre point 
back the errors will cancel each other. That is since the error in projecting to the object space 
will be done in reverse when projecting the centre point back, giving good image points. 
Another method for centre points of circular references can be found in (Heikkila 2000). 
These centre point calculations can be made both before the calibration and in pose 
calculations that will be explained in Section 4.1. Good values of the image reference 
positions are important for accuracy of calibration and pose calculations, and also give 
better defined optimums in the algorithms making them converge easier and faster. There is 
a trade off between calculation time and accuracy. If accuracy is important, new image 
reference coordinates can be calculated again using preliminary camera parameters, and 
then calibrate again. In that case, when the new centre points are calculated the camera 
parameters should be kept constant to the values from the previous calibration when 
calculating new centre points, but be optimized again in the new calibration. 

3.4 Further improvements of calibration 
The accuracy of this kind of vision system has been measured using a Coordinate 
Measuring Machine (CMM) as a reference. The system was calibrated, and then pose 
calculations were made based on the calibration, and finally the calculated poses were 
compared to CMM position data. The pose calculations will be described in Section 4.1. 
After the camera was calibrated it was placed on the hand of the CMM. The CMM was 
programmed to move to different locations above a reference plate with reference IR-LEDs. 
Measurements with both the vision system and the CMM were done in the locations where 
the CMM stopped. The two systems measured in different coordinate systems. Therefore, to 
do the comparison the coordinate systems had to be matched, so the vision coordinates were 
transformed into the CMM coordinate system. The transformation was done with a 
matching procedure, where seven transformation parameters were determined. The 
parameters were three for rotation, three for translation and one for scaling. They were 
determined with an optimization program. One part of the CMM positions was scanning 
along a line vertically, away from the centre of the reference plate, stopping every 
centimetre along that line. A plot of the error in mm in the z- direction, the direction away 
from the reference plate, along that line can be seen in Fig 9.  The left diagram is based on an 
ordinary calibration for the GCM as described above. 
The curve is almost straight but leaning. A good result would be a curve close to the 0y  
line. It seems like some systematic error is involved. This behaviour occurs when the 
distance error in the direction to the reference plate is proportional to the distance to the 
reference plate. That is what happens when the focal distance is wrong, or the innerf  
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polynomial is wrong in a way similar to multiplying it with a constant. That can happen 
because of the nulls pace shown in Fig 6. It shows that there were not enough leaning 
calibration poses. To correct that error, first the first constant in the innerf  polynomial was 
locked to a slightly lower value, but the rest was calibrated as before. The corresponding 
curve after that is the centre curve of Fig 9. The curve is better since the errors are smaller. It 
is not leaning much, but has been a little more bended. That the curve does not just lean 
down but gets bended indicates there are some systematic bias that wants to change innerf .  
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Fig 9. Error curves in mm from scanning a line in direction away from the reference plate. 
Only the errors in the direction away from the reference plate are shown. Four radial 
distortion parameters are used. Left, ordinary calibration from images using GCM. Centre, 
curve leaned down by adjusting the first constant in )(rfinner . Right, the whole polynomial 

)(rfinner  multiplied with a constant. 

The residual is not only the same (as in the null-space) when changing f  but it strives to be 
a slightly wrong value. The reason can be that because of how the diodes are mounted on 
the reference plate, leaning camera angles sometimes can not see the whole reference diode, 
a part of it is shadowed. Therefore the leaning images that should correct this error do not 
have perfect image coordinates. Also the light intensities from the diodes are lower for 
larger angles, making them harder to see from the side. Another way of trying to correct this 
is to not only change the first parameter in innerf , but multiply the whole polynomial after 
calibration with a constant. That can be achieved by multiplying all the parameters in 
innerf with a constant. So the system was calibrated as usual and then the innerf  parameters 

were multiplied by another constant, and then the system was calibrated again but with 
innerf parameters fixed. Then the resulting diagram was the right one in Fig 9. This is a little 

better than the centre curve, and the procedure give a slightly smaller errors (smaller error 
norm in mm, see Section 5). The same calculations were done with the CCM. The result of 
ordinary calibration was almost the same as the left diagram in Fig 9 for the GCM. This can 
be corrected for the CCM in a similar way as the GCM was corrected.  
Note that this behaviour of leaning z- curve would not be possible to see if only a line is 
scanned in the z-direction. That is since then the coordinate matching optimization would 
take that error away. The poses have to be spread parallel to the reference plate also, when 
the coordinate transformation between the vision coordinate system and the CMM 
coordinate system is done. 
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The procedure of including measured poses in the calibration could also correct this error. 
That procedure could not be done in a good way here because once the camera was placed 
on the CMM it could not rotate. The angle should vary for the different calibration images. 
If enough non biased leaning calibration images are used this error should disappear. So this 
correction is not always necessary. It could sometimes be a good idea to do this control of 
comparing with another position system, like a CMM, to be sure that the calibration is 
correct. 

4. Applications 
Methods for using the calibrated camera model for calculating a camera pose based on an 
image is first shown here. Then a method of using stereo vision from calibrated cameras for 
calculating positions is described. 

4.1 Pose calculations 
The 6D pose of a calibrated camera taking an image can be calculated using a single image. 
That is done in a similar way as the calibration, but both the camera parameters as well as 
reference positions have to be known, as they are after the calibration. Project the reference 
points to the image using the camera model, and calculate the difference to the detected 
image points. In that way an optimization criterion can be formulated to be solved by an 
optimization program. Also, the references need to be recognized somehow, to know which 
reference in the object world is which in the image. The same error criterion can be used as 
in the calibration, but the camera parameters and the reference positions are known 
constants. The only things to adjust by the optimization program are the six pose 
parameters. Since only one image is used there is no summing over images here. To 
calculate the pose from an image it needs to see at least four references. There will be the 
same number of unknowns as equations for three references, but there will still be many 
solution points, so at least four should be used. A better accuracy can be achieved with more 
references. Just like in the calibration an object space minimization criterion can be used 
instead. 
These methods can also be used if there is a need to know the relative pose between a 
camera and an object with known geometry, known from e.g. a CAD model. First extract 
corners and edges of the object in the image. Then try to match it with the CAD model by 
projecting it to the image with the camera model. An optimization program can find the 
relative pose that best matches the image.  
A similar procedure can be used in object recognition. If a set of known 3D geometries can 
appear in the image, then try to match the image with a mathematically projected image 
calculated with the camera model and the known geometry. If an optimization can find a 
good match the object is found. 

4.2 Stereo vision and other 3D vision methods 
To find the position of a point using vision normally at least two viewing angles are needed 
in order to find depth, if there is no other known geometrical information about the viewed 
point. To use stereovision, take images of the point or points of interest from (at least) two 
directions. Then find the same point in both of the 2D images. The camera poses need to be 
known e.g. with the method in Section 4.1, and the camera needs to be calibrated. Then 
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calculate the two corresponding object lines using the camera model. The crossing of these 
lines is then the position of the observed point. Since the system is not exact the two lines will 
probably not cross each other exactly. But the closest points of the two lines can be calculated. 
Assume we have two object lines, one for each camera view, calculated from (13) or (14) 

 Line 1: aa avx0 ;  Line 2: bb bvx0  (40a,b) 

An equation for the points closest to each other on the two lines are 
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This equation can be derived from the fact that a straight line between the points on the lines 
closest to each other is perpendicular to both of the lines. The equation can be solved for the 
parameters a and b. When these are inserted into (40) the points on the lines that are closest 
to each other are obtained. The centre point between these points can be used as the 3D 
position searched for. The distance between these points on the lines can give a hint of the 
accuracy, especially if several points are calculated or if a similar procedure is done from 
more than two images of the same point. If a point is found in one of the images of which 
the 3D coordinates are wanted, then its object line from that point can be computed and 
projected to the other image(s), for different values of the parameter. Then a line in the other 
image is obtained where the point should lie. This makes it easier to find the point in the 
other image(s).  
If there is a known constraint on the point, e.g. the point is on a known surface, then the 
coordinates of the point can be calculated from only one image. The coordinates of the point 
will be the intersection between the object line and the known plane or line. 
Structured light is another method to determine 3D coordinates (Zhou & Zhang 2005). If a 
point is illuminated with structured light and the position of a light line is known the 
position of the point is the intersection of the object line and the light line. Another way of 
using structured light is to have a light source that projects a line, that is the structured light 
is in a plane. If the geometry of the plane is known the 3D geometry of a line can be 
calculated. First find the 2D line in the image corresponding to where the light plane hits an 
object. Then several object lines can be calculated, one for each image pixel of the line in the 
image. Points following the 3D curve can be calculated as the intersections between the 
object lines and the structured light plane. This method to find the curve will not work if the 
camera is in the same plane as or too close to the structured light plane. 
Stereovision can also be used for determining the 3D geometry of a curve. Take images of 
the curve from two different directions. Find the curve in both of the 2D images. Sort the 
points according to position along the curve. Then go through the points of one of the 
images and calculate the �“object line�” for the point. By going through the points of the other 
image find which of their object lines are closest �“above�” and �“below�” the first object line, 
using (40-41). In that procedure the following expression is useful  

 )()( ba
T

ba vvxx  (42) 

where xa and xb are the points on the lines (40) obtained by using (41). (42) will have a 
different sign for points �“above�” and �“below�” the first object line (40a), so it can be used for 
determining the closest �“object lines�” (if av  and bv  always points in the directions from the 
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camera to what is observed or always in the opposite direction, which is the case in 
practice). Once the closest object lines from the other image are found use their closest 
points on the first object line and determine their average position. The average should be 
weighted inversely proportional to the distance to the lines from the other image. The result 
can be used as a 3D point that is on the 3D curve searched for. By repeating this with the 
image points along the curve in the image a sequence of 3D points will be obtained along 
the 3D curve. Some method of smoothing the curve can be used if needed. An alternative 
here is to make a plane of the object line closest �“above�” and �“below�”, and determine the 
planes intersection with the first object line (calculated by setting the object line equal to the 
parameterised plane). The plane is well defined if the object lines are determined from a 
camera with constant fouter. The fact that the distance between object lines is given in a 
straightforward way with this method (40-41), and also on which sides the lines are 
compared to each other (42), is useful here. Therefore the method is suitable for determining 
curves as well as points. 
In doing these stereo calculations, as mentioned, the two different camera positions needs to 
differ to get a good accuracy, and to be able to do this at all. When the geometry of a curve is 
determined in this way the camera poses have to differ in a way that the cross product of 
unit vectors along the object lines has as big component along the observed 3D curve as 
possible. If the component of this cross product along the curve is zero it is not possible to 
use this procedure, without being able to distinguish each individual point along the curve. 
That is, then it is not enough to know that the two curves correspond to each other but also 
which point corresponds to each other. 
Sometimes there is a need to know relative positions between points or curves both seen in the 
stereovision images. Then if one of them is already known there could still be a good idea to 
determine the positions of both of them with the vision system. Then the difference between 
the points calculated with vision, from the same images, can be used as their relative positions. 
This can increase accuracy since approximately the same errors can occur for both points, so 
when the difference is calculated, this error will almost cancel each other out. This is for 
example the case if stereovision errors originate from not exactly known camera poses. 

5. Accuracy 
To compare accuracy the calibration and pose calculations were implemented in MatLab. 
The calculated poses were compared with data from a Coordinate Measurement Machine 
(CMM). Both the GCM and a CCM were used, with the ability to choose the number of and 
combination of camera parameters, and hence different kinds of distortion accounted for in 
the model. Both the residual vector and Jacobian were calculated and sent to the 
optimization program. The Jacobian was calculated numerically, but the components that 
are always zero were not updated in the program, to increase the calculation speed. 
Calibration images and images taken with the camera placed on the CMM together with 
corresponding position data from the CMM were input data to the calculations. The 
calibration images were photos of a reference plate from different positions and angles. As 
mentioned in section 3.4, the vision coordinate system was transformed into the CMM 
coordinate system before the poses were compared. The seven parameters of this 
transformation were calculated with an optimization program. Only position errors were 
compared and not orientation errors. 
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As references, IR-LEDs were used, mounted on the reference plate. These references were 
grouped into twenty unique patterns of six diodes, to solve the correspondence problem. To 
make the calculations faster only one reference per pattern were used in the calibrations and 
pose calculations, except for two of the patterns where two diodes were used. They helped 
defining the coordinate system. The calibrations, with the different variations of models and 
distortion parameters, calculated intrinsic and extrinsic camera parameters as well as the 
reference positions. An image space minimization criterion was used in the calibration, as 
well as in the pose calculations. The CMM scanned two lines parallel to the reference plate, 
at height five and nine centimetres, and one line perpendicular to the reference plate, above 
the centre of it. Each scanning stopped at every centimetre along the line, and each line were 
scanned twice. To analyse the accuracy, average differences between the vision system 
positions and the CMM positions were used, together with a residual vector error norm 
after the calibration optimization. The residual vector contains image errors measured in 
pixel units. The camera had 640*480 pixels.  The angle of view was 60 degrees in the x- 
direction and a bit less in y. 526 calibration images were used, the same images for every 
calibration. In comparison with the CMM, poses calculated from seven or more references 
were used. The focus and zoom are the same for all the images. 
Errors results can be shown with error diagrams, similar to Fig 9. To compare different 
combinations of camera parameters and the different models, bar charts of error norms are 
made in Fig. 10 and 11. First a bar chart for the GCM with only radial distortion and 
constant entrance pupil is shown, with different degrees of the innerf  polynomial (7). The 
principal point and the aspect ratio are held constant. The parameter s is zero. The average 
error in mm in 3D is shown for the three lines scanned above the reference plate. The 
improvement in Section 3.4 is used for the errors in mm. Also the error residual norm from 
the calibration is shown, this is an image pixel error norm, and this is based on an 
optimization not using the procedure in 3.4. In the table it can be seen how much is gained 
from adding more parameters for radial distortion.  The error is around 0,35mm in 3D 
position or 3 pixels in the 2D image when two or more distortion parameters are used. 
Possible error sources when many radial distortion parameters are used could be bad 
quality of calibration images, as discussed above, not regular detector pixel coordinate 
system, bad focus, not exact centre points of the image of the references. Another source of 
error could be that the object line is not exactly straight especially for close ranges.  
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Fig 10. Bar charts over error norms. Left bar chart shows GCM with only radial distortion. 
The x- axis shows the number of distortion parameters. The first of the double charts shows 
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average position error in mm in 3D for the calculated poses, the second is an image pixel 
error norm after calibration. The pixel errors are divided by ten to be able to use one scale in 
the y- axis. The right bar chart shows errors with the CCM. In the first four bar pairs the x- 
axis shows number of radial distortion parameters. The second last pair has one quadratic 
distortion term, 2pk  in (3c), and the last has one quadratic, 2pk , and one with power four, kp4. 

For a PCM, i.e. the GCM model with only one parameter in innerf  and no distortion 
parameter, the errors are about 13 mm and 6,6*10 pixels. It is not shown since it would give 
a too small scale in the diagram. If the procedure in Section 3.4 was not used the error norm 
in mm would be 1.14 instead of 0.35 for four radial distortion parameters with the GCM. A 
similar gain was achieved for the CCM. 
The corresponding bar chart for the CCM is shown in the right bar chart of Fig 10, for one to 
four radial distortion parameters. First both odd and even powers in the radial distortion of 
CCM were used. Then it was investigated what happens when only even powers are used. 
The procedure of Section 3.4 was used to improve the accuracy in mm, even though it can be 
viewed as a method for the GCM. If that was not used the errors in mm would be 
considerably larger, see above. Since image minimization is done it is easier to use the type 
of CCM conversion in (5) instead of (6), so (5) is chosen. 
By comparing error norms between the GCM and the CCM with the same number of 
distortion parameters, it can be seen that with only one distortion parameter the accuracy is 
better with the CCM, but when more parameters are included the GCM has a better 
performance. It can also be seen that a better result is actually achieved when including also 
odd powers in the polynomial (5), even though most of the CCM papers suggest only even 
powers. This is perhaps not true if the polynomial is used in the other direction as in (6), in 
that case it can be an advantage to use only even powers. 
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Fig 11. Calibration residual norm in pixels, again divided by ten. Results for the GCM, all 
four have four radial distortion parameters. The second has also leaning detector 
compensation with constant )(rfl . The third has varying entrance pupil with a second 
degree )(rfouter . The fourth has both leaning detector compensation and varying entrance 
pupil. 

When adding the additional distortion types the results can be seen in Fig 11. Here the GCM 
is used for the ordinary radial distortion and then other distortions are added. For ordinary 
radial distortion four parameters were used. Here only the calibration error residual norm 
was used for comparison. This is because for the camera used, the improvements of more 
parameters were small. Therefore since a �“manual part�” described in Section 3.4 is included 



Camera Modelling and Calibration - with Applications 

 

331 

this does not give an exact enough comparison. So the residual vector norm is probably a 
more exact measure for how much can be gained with the additional types of distortion in 
case better leaning calibration images were included in the calibration. Here it can be seen 
that with this camera very little was gained when using decentring distortion and varying 
entrance pupil. Decentring distortion was not important because the particular camera used 
did not have much decentring distortion, probably it can be important for other cameras. 
Also entrance pupil variations did not give a much higher accuracy with the camera used. If 
it had a larger viewing angle and also a larger lens, that could be more important.  
For decentring distortion only the leaning detector formula (18) was used and not (20-23). 
Since the leaning detector angle was very small (as well as the gain in residual norm), 
probably no other decentring distortion methods would give large differences in behaviour 
either with the camera used. The leaning angle for the detector was calculated to 0.07 
degrees with this camera. 

6. Conclusions and future work 
The general GCM model introduced in this chapter includes the best features from 
conventional camera models CCMs and models specialized for wide angle fisheye cameras 
in one unified model structure. Therefore there is no longer a need to use different models 
for these camera types. The GCM may also handle varying entrance pupil and decentring 
distortion as well as variations in focus and zoom. 
In an experimental investigation it was concluded that the accuracy using the new radial 
distortion compensation in GCM performed better compared to the CCM model tested 
when few camera parameters were used. The additional distortions in GCM can be added 
for increased accuracy depending on the camera used. The decentring distortion is usually 
more important to include in models of cheap cameras, while �“entrance pupil�” variation can 
be important even for high precision cameras and mostly if it has a large viewing angle, and 
is more important for variable zoom and focus applications. 
For future research we recommend to perform the accuracy investigation for different kinds 
of cameras, especially fisheye cameras. With a larger angle of view the advantage of the 
GCM should be bigger. These experiments should also be done with better leaning 
calibration images, so the compensation in Section 3.4 is not needed. Investigations on 
which kind of decentring distortion compensation is the best to use in practice should be 
done in such an investigation. It would be interesting to try the different �“pre processing 
algorithms�” e.g. with circular references, both for analysing how good parameter 
estimations can be achieved and also the accuracy of the �“centre points�” and calculation 
time. Another topic is to use natural corners in the environment as references. Also work on 
calculating analytical derivatives in the Jacobian for one or both of the transformation 
directions can be useful. To make calibrations with variable focus and zoom can also be of 
interest when the focus and zoom can be measured. 
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1. Introduction    
At the present time in many countries the great attention is given to the problems of 
research of Ocean and development of underwater robotics. The vision system is one of the 
basic systems of "intellectual" autonomous unmanned underwater vehicle (AUV). Modern 
AUV vision systems can be equipped by various detectors including acoustic sensors, photo 
and video cameras. The side-scanning sonar or sector- scanning sonar is acoustic sensors. 
The given device is usually connected to a separate computer for the analysis, processing, 
recording and transmission of sonar images signals. The present chapter covers actual 
problems of computer processing and the analysis of the images received from a side-
looking sonar (SSS). 
At the beginning the main principles (Ageev et al., 2005) of sonar image signals creation are 
contemplated. The principle of scanning of a sea-bottom surface by narrow angle acoustic 
beam which is moved in the water environment by progressive motion of SSS antenna is 
assumed as basis of AUV action. The antenna has the harp diagram directivity, wide (up to 
40-60 degrees) in a vertical plane and narrow (no more than 1-2 degrees) in horizontal. The 
parameter in horizontal plane determines angular resolution of SSS. An acoustic echo signal 
reflected from a sea-bottom surface, is formed with the help of two antennas located on the 
left and the right side of the underwater vehicle. During the presentation of information the 
sonar image is formed in such a manner that the distribution of probing pulses to space 
corresponds to the image deflection by lines. Thus in the process of device movement an 
echo signals of each probing cycle represent a separate line. As the result of n cycles of 
probing the image of a sea-bottom surface will be generated. During movement of AUV, an 
analog echo signal of every sonar image line will be transformed to the digital form and 
further can be exposed to preliminary processing, saved in the onboard computer memory 
and, also, can be transmitted by a communication channel. 
The primary goals of preliminary processing of sonar images are the following: a filtration 
of signals from noise and time automatic gain control (TAGC). 
Necessity of a signals filtration is caused by the fact that during the reception of hydro 
acoustic signals there is always noise on the background. Generally noise in the hydro 
acoustic channel can be divided into external and inherent (Olyshevsky, 1983). On the point 
of interaction the noise can be classified into additive and multiplicative. Additive noise 
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according to its structure can be fluctuation noise, pulse and harmonious noise. The most 
frequent noise is fluctuation, representing the infinite sum of radiations from different noise 
sources which are not connected to a useful signal. Impulsive noise includes such noise as 
single impulses originating, for example, during work of the radiating antenna. Noise action 
results in noise pollution of images and, hence, in impairment of its visual perception while 
solving analysis problems and recognition of underwater objects by the person - operator. 
The peak signal-to-noise ratio (PSNR) is considered nowadays the most popular criterion of 
noisy images (Gonzalez & Woods, 2002). According to this criterion the normalized root-
mean-square deviation of brightness coordinates of the test image pixels without noise and 
noisy images is calculated. Thus averaging is carried out at all square of the image. The ratio 
of the maximal value of brightness to a root-mean-square deviation in logarithmic scale 
defines PSNR value. Accordingly, if the closer the noisy image to the original, the bigger the 
PSNR value, the better its quality. However this and other similar metrics allow estimating 
only root-mean-square difference between images, therefore the best results from the 
metrics point of view is not always correspond to the best visual perception. For instance, 
the noisy image at which there are fine details with low contrast can have high PSNR value 
even in that case when the details are not visible on the noise background. 
In the first part of the chapter the alternative criterion of the analysis of noisy sonar images 
in which properties of visual perception of fine details contrast are taken into account is 
offered. Results of the comparative analysis base algorithms of a filtration of images by 
objective criterion of an estimation of quality of reproduction of fine details and on peak 
PSNR value are resulted. The new filtration algorithm allowing effectively to filter a pulse 
noise and to keep at it image sharpness is offered. 
Necessity of application time automatic gain control is caused by the following features 
(Ageev et al., 2005) of received an echo signals. The amplitude of acoustic echo signal 
depends on range of reception of a signal in each point of the antenna diagram. Thus the 
amplitude of the reflected signal in a distant zone of reception will be essentially lower, than 
in a near zone. Hence, alignment of sonar image contrast along a line needs automatic gain 
control of a signal depending on time (spatial) position of each pixel. Such control is usually 
carried out by TAGC device (Kravhenko, 2007). However at a finishing stage of computer 
processing, with the purpose of improvement of the image quality, manual contrast control 
of the image on its local segments usually is required. 
The following actual task of digital processing of the underwater image is its compression. 
Compression algorithms are applied to more compact storage of the information on a hard 
disk or for transfer of the digital data on narrow-band communication channel. Use of 
compression algorithms with losses usually results in impairment of image quality. The 
traditional objective criterion of images quality considers root-mean-square criterion (MSE) 
or the PSNR. That they are integrated concerns to lacks of such criteria and not always 
correspond to the best visual perception of fine underwater details. In work (Sai, 2007) 
objective algorithms and criteria of the quality analysis of fine details reproduction of a 
photo and video images are described. In the second part of the chapter questions of the 
sonar images compression in real time are investigated. Results of the comparative analysis 
of compression efficiency and images quality on a basis of discrete cosine transformations, 
Haar transformations and wavelet transformations are resulted. 
Now there are various variants of computer editors of sonar images. With the help of such 
editors the user can carry out: filtering of the image from noise; to change contrast and 
brightness of separate segments of the image; to scale the image; to measure and analyze 
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navigating parameters, etc. In the third part of the chapter the description of the developed 
computer editor of images is resulted. Its functions and features are described, examples of 
real images processing are resulted. 

2. Filtering of the sonar image    
Algorithms of images filtering are well enough investigated and submitted in references 
(Pratt, 2001). Known filtering algorithms usually specialize on suppression of any particular 
kind of noise. Meanwhile there are no universal filters which could detect and suppress all 
kinds of noise. However many noise can be approached rather well model Gaussian noise, 
therefore the majority of algorithms is focused on suppression of this kind of noise. The 
basic problem at noise filtering consists in not spoiling sharpness of details borders of the 
image, and also do not lose fine details, comparability on amplitude with noise. 
One more complexity is the rating of noise suppression quality. As a rule, quality is 
estimated as follows: on the original image artificial noise is imposed, then the received 
image is filtered with the help of the chosen algorithm and compared to the initial image 
with the help of the chosen metrics. More often for this purpose use PSNR metrics which for 
gray-scale images is determined by the formula: 
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where iY  and iY
~  is the brightness values of i-th pixels of two compared images, N is the 

common of pixels number in the image. Accordingly, the closer the filtered image to 
original, there is more value PSNR, and it is above considered that quality of the work of 
algorithm. As it has been marked above, value PSNR allows to estimate only root-mean-
square difference between images, therefore the best results from the point of view of the 
metrics do not always correspond to the best visual perception. 
An alternative analysis algorithm and criterion of noisy images in which properties of visual 
perception of fine details contrast are taken into account. 
With the purpose of the analysis the following preliminary processing of the original image 
is carried out. At the first stage search of fragments of the image as blocks with a size 3 3 a 
pixel which contrast corresponds to the established limits is carried out. Thus contrast of 
each block is calculated in normalized equal color space (Sai, 2007) in which thresholds of 
visual perception of fine details on brightness index are taken into account. 
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color space (Wyszecki, 1975) for everyone i-th pixel it is calculated as 1725 31 /
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Further for the analysis fragments with the contrast satisfying a condition ( 41 K ) get 
out and recognition of the image blocks to the following attributes is carried out: «dot 
object», a «thin line», a «structure fragment». The recognition algorithm is submitted in 
work (Sai & Sorokin, 2008). 
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At the second stage, the noise adds in the test image where model of the noise at model 
Gaussian noise is chosen. Further the maximal brightness deviation of original and noisy 
image for everyone k-th the block is calculated: 
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max  (3) 

and average value of brightness deviation for all fragments of the image: 

 
M

k
kk M 1

1 , (4) 

where M  is the amount of fragments with low contrast fine details.  
Finally on deviation value ( k ) and, hence, on value of contrast reduction of fine details it is 
made a decision on a noisy degree of images. As criterion the rule is chosen simple: if 
contrast decrease does not exceed one normalized threshold  

 1k , (5) 

that is made a decision that fine details differ with an eye on a noise level and definition of 
noisy images essentially is not reduced. 
With the purpose of research of noise influence on quality of reproduction of fine details of 
images, authors have developed the computer analyzer. The user interface of the analyzer is 
shown on Fig. 1. 
 

 
Fig. 1. Computer Noise Analyzer 
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Let's consider the basic functions of the analyzer. Before the beginning of the analysis the 
user opens in the first window original image (�“Test Image�” �– "Open"). 
In the second window on the original image additive noise is imposed. As model of noise 
gets out fluctuation noise with Gaussian the law of distribution (Noise 1) or pulse noise 
(Noise 2). The noise level is set in percentage terms to the maximal amplitude of a signal. 
By pressing button "Analysis" the program analyzes two images and carries out algorithm 
of calculation of value k  (4). Thus, the result appears in window "Error". Also, in window 
"PSNR" there is a calculated value of the peak signal�–to-noise ratio (1). Thus, by results of 
the analysis of value ( k ) the user makes a decision about a degree of image noisy. 

As an example in table 1. experimental dependences ( k ) and PSNR from root-mean-square 
value ( ) of the additive Gaussian noise in the brightness channel for a test fragment of 
sonar images are resulted. 
 

% 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0 

k  0,30 0,57 0,84 1,08 1,40 1,68 1,96 2,24 2,54 2,82 

PSN
R

47,8 44,9 43,3 42,0 41,0 40,3 39,6 39,0 38,5 38,1 

Table 1. Dependences of k  and PSNR from root-mean-square deviation  

On Fig. 2. fragments of sonar image with a various noise level are shown. The analysis of 
images quality shows that at value of noise in the brightness channel ( 2%), the condition 
(5) is carried out. At performance of this condition, reduction of contrast of fine details 
invisibility for an eye and influence of noise does not reduce quality of visual perception of 
the image. Thus, the developed criterion, as against metrics PSNR, allows estimating 
objectively influence of noise on reduction in clearness of fine details of images. 
It is obvious, that the computer analyzer also can be used for an estimation of the efficiency 
of filtration algorithms. In this case in the second window it is necessary to open the filtered 
image and to analyze. 
From known filtration algorithms images it is possible to allocate the following base 
algorithms (Gonzalez & Woods, 2002) 1. Linear pixels averaging; 2. Median filtration; 3. 
Gaussian diffusion. The features of formation of sonar image concerns that in real time it is 
formed line-by-line. Hence, filtration algorithms should process pixels of the image also 
line-by-line.  
The authors  research influence of base filtration algorithms into efficiency of noise 
suppression and into quality of reproduction of fine details of sonar image. 
The elementary idea of a noise filtration consists in averaging values of pixels in a spatial 
vicinity. For each pixel the next pixels for it which settle down in a window at the left and to 
the right of this pixel are analyzed. Then the size of a window is more taken, the there is an 
averaging more strongly. The simplest variant of a filtration is when as new value of the 
central pixel average gets out arithmetic all pixels in a window. 
Median filtration is a standard way of pulse noise suppression. For each pixel in a window it 
is searched median value and it is given to this pixel. Definition median values: if a massive 
of pixels in a window to sort on their value, a median will be an average element of this 
massive. 
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Fig. 2. Fragments of the test image:  

a) =0%, k =0 ; b) =2%,  k =1,08; c) =5%, k =2,82; d) =10%, k =5,85. 

Gaussian diffusion is a convolution of the image with function 22 /xexpA)x(g , 
where the parameter ( ) sets a diffusion degree, and parameter A provides normalization. 
Actually, this same averaging, only pixel mixes up with associates under the certain law set 
by Gaussian function. 
With the purpose of the analysis of efficiency of noise suppression by base algorithms of a 
filtration we shall take advantage of the computer analyzer (Fig. 1). For this purpose at the 
first stage of processing it is execute two variants of noisy a test fragment of sonar images: 
fluctuation and pulse noise with the following parameters. For fluctuation noise it is 
installed =10%, thus an average deviation of fine details contrast equally k =5,85 and 
value PSNR = 35,04 . For pulse noise it is installed =80% and probability of its 
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appearance P = 0,2, thus an average deviation of fine details contrast equally k =11,3 and 
value PSNR = 41,6 . 
At the second stage the filtration of noisy images is carried out and quality of noise 
suppression on value k  is estimated. 
In table 2. results of the analysis of quality of noise suppression for three base algorithms 
where the size of a window of filters is set by three pixels are resulted. 
 

Filter Average Median Gaussian Noise 

k  3,25 3,74 3,02 
PSNR 36,94 36,35 37,26 

Fluctuation 

k  3,23 2,07 3,41 
PSNR 38,44 41,15 39,39 

Impulse 

Table 2. Dependences of k  and PSNR from type of Filter 

The analysis of the received results allows doing the following conclusions. 
1. The best characteristics at a filtration of fluctuation noise has Gaussian filter. 
2. The best characteristics at a filtration of pulse noise has median filter. 
3. For the set noise parameters in the brightness channel, the condition (5) after a filtration 

of images is not carried out. Hence, for improvement of quality of fine details 
reproduction it is required to increase the signal�–to-noise ratio in the initial image or to 
use more optimum filtration method. 

In the present work the original method of a filtration of pulse noise of sonar images, based 
on probability methods of detection and recognition of a pulse noise, and also on a method 
of a prediction is offered. 
The essence of a method consists in the following. 
At the first stage average value M and a root-mean-square deviation  of a S signal in a line 
of the image are calculated: 

 
N

n
ns S

N
M

1

1 ; 
N

n
sns )M(S

N 1

1 , (6) 

where N is the number of elements in line. 
At the second stage, the condition is checked  

 ssnsnn aMSandaSS 2212 , (7) 

where n = 1�…(N-2); 1a  and 2a  is the constant factors. 
If the condition (7) is carried out, we count, that the element of a image line the with number 
(n+2) is a noise pulse, and it is replaced with the help of the following equation: 

 212 /)SS(S nnn .  (8) 

If the condition (7) is not carried out, the element of the image line 2nS  does not change. 
Factors 1a  and 2a  are picked up experimentally on the basis of the analysis of real signals of 
the sonar images. 
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On Fig. 3. fragments of noisy sonar images are shown: b) up to a filtration; c) after median 
filtrations; d) after a filtration a new method. 
As have shown results of experiments, as against known filtration methods of the pulse 
noise (Mastin, 1985) , the offered method has such advantages as preservation of quality of 
fine structures reproduction of underwater images with a high degree of pulse noises 
suppression. 
 

 
Fig. 3. Fragments of the test image:  
a) Test image; b) =80%, k =11,3;  c) =80%,  k =2,07. d) =80%,  k =1,06. 

3. Sonar image compression    
The basic complexity in design of vision system of  AUV in real time is restriction of a pass 
band of a communication channel. In particular (Ageev et al., 2005), speed of transfer of the 
information on existing hydro acoustic communication channels can not exceed 3 �… 4 KBit/s. 
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As an example we shall consider the following characteristics of sonar images signals. We 
believe, that the period of probing pulses is equal 0,5 seconds and digitization frequency of 
the analog signals received from antenna of left and right board of AUV is equal 3,2 KHz.  In 
this case we have on 1600 pixels for every line transmitted image. Believing, that each pixel 
has byte structure, we shall receive, that digital stream speed of the entrance data is equal 
3,2 Kb\ss. Thus, for signals transmission on a hydro acoustic channel it is necessary to 
provide compression of a digital stream approximately in 8 �… 10 times and thus to keep 
enough high quality of the image. 
Now standards JPEG and JPEG 2000, based on discrete cosine transformation (DCT) and on 
wavelet transformation (DWT) are considered as the most effective methods of compression of 
photo images. It is known, that in comparison with other types of orthogonal transformations, 
DCT and DWT have the best results of images coding on value of an root-mean-square (MSR) 
or on value PSNR, i.e. on global  quality measures. Therefore, other types of transformations 
practically are not used for compression of images. In work (Sai & Gerasimenko, 2007)  for 
compression of images as an alternative variant Haar transformation (DHT) is investigated. 
Results of the comparative analysis of coding efficiency of sonar image signals for three types 
of transformations below are resulted   DCT, DHT and DWT. 
Let's consider algorithm of sonar images compression on basis DCT and DHT in real time. 
During AUV movement digital image signals go line by line on an input of the coding block 
where its record in a buffer memory (RAM) in 16 lines capacity.  After record of first eight 
lines, block process of transformation is beginning, where the size of the block is equal 8 8 
pixels. During same time the data consistently record in second half RAM.  
Realization of DCT or DHT is realized with the help of sequence matrix multiplying. Direct 
discrete cosine transformation or Haar transformation are described by the following 
expressions  

,DHTDHTDHT

DCTDCTDCT

PP

;PP
 

where   the block in the size 8 8 pixels; DCTP  and DHTP  is the blocks of factors DCT or 
DHT; M  is the  direct transformation matrix; TM  is the transposed matrix.  
After transformation, factors of transformation, which value less than threshold Q size, are 
nulled. Further, for each block compression by the modified method RLE is carried out. It is 
obvious, that efficiency of compression and image quality in the big degree depends on Q size. 
Let's consider of wavelet-transformation algorithm in real time. 
As against two-dimensional block transformation one-dimensional transformation of a line 
sonar images here is used. Thus, capacity RAM is equal to two lines of the image. 
For the first iteration of wavelet-transformation of a line of the image it is calculated (Mallat, 
1999): 

k
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2 , 

where )i(
jH  is the low-frequency wavelet-factors, )i(

jG is the high-frequency wavelet-factors, 

jX is the pixels entrance sequence, kh  and kg  is the low-frequency and high-frequency 
components of wavelet parent. 
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Further the wavelet-factors calculated on the previous step of transformation, are compared 
to values of threshold factors. If the value of wavelet-factors appears smaller value of 
corresponding threshold factors their values transform in a zero. 
After threshold quantization the received values of wavelet-factors are kept in out massive 
of transformation, and massive of LF components, which size twice less initial, is an 
entrance signal for the following iteration of wavelet-transformation 

k
Zk

)i(
kj

)i(
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Zk
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j gHG;hHH 1

2
1

2 . 

The quantity of transformation iterations can be varied, from one and up to such quantity 
that after last iteration the number of wavelet-factors and LF components of a signal will be 
less size of a window of the synthesizing filter. Optimum number of wavelet-transformation 
iterations �– from 3 up to 5. After performance of transformation the line of wavelet-factors 
was coded by modified RLE method. 
Factors of threshold quantization for each iteration of transformation were selected by 
practical consideration, by criterion of achievement of the best quality of the restored image 
at the maximal factor of compression. We shall note, that the velum of threshold factors 
decreases in process of increase in a level of wavelet-transformation, i.e. in process of 
increase in their influence at result of reconstruction of the image. 
In work (Sai & Gerasimenko, 2007) influence on efficiency of compression of the following 
types parent wavelet �– Daubechies (2, 4, 6, 8, 10, 12, 20) (Mertins A., 1999) is investigated. As 
a result of experiments it is received, that the optimum circuit for sonar images compression 
with sufficient quality is the circuit, realizable by four iterations of filter Daubechies 4. 
Let's execute the comparative analysis of efficiency of signals sonar images coding on basis 
DCT, DHT or DWT. With this purpose we shall take advantage of the computer analyzer 
shown on Fig. 1. In the second window of the analyzer interface it is opened the decoded 
image after chosen transformations. Further it is carried out calculations (1-4) and the 
estimation of images quality on value ( k ) is put. 
In table 3 experimental dependences of compression factor Cf test sonar images from 
threshold factors for three transformations are shown. For the analysis the test fragment of 
the image of a sea-bottom in the size 1600 500 pixels has been chosen. Here, values ( k ) and 
PSNR are resulted. On Fig. 4. examples of fragments (260 280) of the test image before 
compression and after decoding for approximately identical values of quality parameter 
( k 2,1) are shown. In the table the given line of parameters is allocated by grey color. 
 

DCT DHT DWT 

Q Cf k  PSNR Q Cf k  PSNR Q Cf k  PSNR 

1 3,44 1,69 40,89 1 3,49 1,72 40,79 6-3-2-1 3,06 1,39 40,80 
2 6,14 1,98 40,23 2 6,31 2,02 40,14 12-6-4-1 5,17 1,84 39,87 
3 9,16 2,14 39,92 3 9,51 2,16 39,84 18-9-6-1 6,89 2,06 39,50 
4 12,22 2,23 39,73 4 12,73 2,27 39,66 24-12-8-1 8,00 2,31 39,17 
5 15,04 2,29 39,61 5 15,71 2,32 39,55 30-15-10-1 8,17 2,42 38,99 

Table 3. Test image compression factors from Q 
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Fig. 4. Fragments of the test image:  

a) Test image; b) DCT, Cf = 9,16; c) DHT, Cf = 9,51; d) DWT, Cf = 6,8. 
The analysis of the received results allows doing the following conclusions. 
Factors of compression of the sonar images after processing DCT or DHT are approximately 
identical. Visual comparison of images quality also gives approximately identical result. 
Wavelet-transformation concedes both on efficiency, and on visual quality of images that 
explain speaks first of all application of one-dimensional transformation and the feature of 
sonar images in which granular structures prevail and practically there are no brightness 
smooth fluctuations. 
Thus, Haar transformation is competitive DCT and is more preferable at processing of sonar 
images signals, both on compression efficiency, and on images quality. 

4. The computer editor of the sonar images    
At the present time there are different variants of computer editors of underwater sonar 
images. With the help of such editors the user can carry out various functions of processing 
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and the analysis of the hydro location information. The description of the computer editor of 
the sonar images has been developed in a research laboratory at the Institute of Marine 
Technology Problems FEB RAS and at the Pacific National University which is shown 
below. 
The program of the sonar editor works with the files with expansion *.gbo, where echo 
signals of sonar images (digitized and compressed up to word length 8 bit) are registered, 
and with the additional files with expansion *.idx where the auxiliary information (time, 
signals from navigating gauges, etc.) is registered. The program is realized in language C ++ 
in application C ++ Builder 6. 
Sonar files are formed in the process of AUV movement and are recorded on a hard disk of 
an onboard computer. For towed fastened AUV the mode line transfers sonar information 
through the modem on a conducting rope is provide with the purpose of sonar images 
supervision in a real time. 

User interface 

The program represents itself as a multiwindows viewer (Fig. 5), it is allows to open some 
files (the quantity is limited to computer memory) and to place them on the screen as 
convenient for the analysis (the cascade, vertically, horizontal). The tools panel and a 
condition line can be disconnected.  
 

 
Fig. 5. User interface 
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In the top part of each window with the image there is the information about the file name 
with the indication of folders where it is. 
In a mode "Editing", the user can allocate a rectangular fragment of the image with the 
purpose of its more detailed viewing. 
To save of the processed file with the purpose of prevention of deleting of the initial 
information there is the option « Save As �… ». In this case the user with the help of the 
mouse allocates completely or a rectangular fragment (the size of lines does not change) and 
in a window there is a table with the counted navigating parameters about a tack (the 
description is shown below). Further by pressing button �“OK " the processed file can be 
saved with an arbitrary name. 
Scaling 

Scale (the panel of tools: "View" - "Scale") can be chosen arbitrarily up to 100 % on width and 
height without saving of proportions. 
In the window "Scale" the user can choose the following types of scaling: �“On width of the 
screen�”, "Proportionally", �“Without of proportions�”, �“On all screens�”. 
The type of scaling "Proportionally" allows viewing images with a real ratio of the sizes on 
width and height, for the decimation pixels across with the purpose of alignment of spatial 
inter elements intervals along a line and between lines of probing. 
Application of a preliminary low-frequency filtration of the image lines concerns to features 
of scaling in a case reduction of its size. Thus, the size of a window averaged the filter is 
chosen as a quantity of the ratio of the initial image size to the size of its reduced copy. 
Modes of the image processing 

Images processing is submitted by the following known methods (Shoberg, 2007): 
 Inversion; 
 Adjustment of brightness �– linear increasing and reduction, automatic adjustment 

under the image and separately on the left and right board; 
 Change of a palette on grayscale and on color "Sepia"; 
 Median filtration (on lines and on column with the any odd of a window sizes); 
 Low-frequency filtration (one-dimensional, two-dimensional, Gaussian filtration). 

In additional with well- known methods, in the program the new method of a pulse noise 
filtration is realized. Its description is shown in the second part of the chapter. The panel of 
tools: "Image" - "Filters" �– �“New Filter�”. 
In the program the original method of time automatic gain control (TAGC) of sonar images 
signals is realized. Fig. 6 illustrates the example of TAGC window which is called through 
the tools panel ("Image" - "TAGC").  
 

 
Fig. 6. TAGC window 
At initialization diagrams of signal amplitudes distribution along lines for each side are 
appeared. Each point on the diagram is submitted as average value of brightness of all lines. 
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In "windows" for the left and right side the brightness and contrast in percentage terms to 
half of maximal amplitude of signal are shown.  
After initialization of TAGC mode, the user can operate the following functions: 
1. To install brightness and contrast of the image separately on each board. After 

installation of values the user can press "Convert" and look result. If the result does not 
settle the user should press the �“Reset�” button, thus reset of all options is carried out 
and the image is restored to an initial kind. Further it is possible to install the new 
parameters. 

2. To adjust contrast on the chosen sites of the image with the help of construction of 
TAGC diagram. By pressing "Spline" button the horizontal axes of TAGC diagram are 
appeared. By pressing of the mouse button in any point of the left or right panel the 
third point of TAGC diagram is appeared, by the following pressing the fourth, etc. (up 
to 100 points). The diagram is drawn on a cubic spline. After diagram construction, 
"Convert" button is pressed and for everyone n-th pixel of a line for left or for the right 
board the following transformation is carried out  

YC KK)n(S)n(SPF)n(S
~ , 

where )n(SPF  is the spline - function; CK  and YK  is the established factors of contrast and 
brightness. 
 

 
Fig. 7. The examples of the image before processing 
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The following advantages of developed TAGC program should be noted. 
 Points of the diagram can be arbitrary moved in any direction. For this purpose it is 

enough to place the cursor in the chosen point and keeping the left key of the mouse 
operate the removing. 

 For avoiding signal saturation in the program for every line (separately on each board) 
average value and an average deviation are calculated. If at tuning brightness, contrast 
and TAGC parameters the signal moves into saturation, the gain factor of amplification 
or brightness for each point of a line is automatically reduced. 

Fig. 7 and Fig. 8 illustrates the examples of the sonar images before processing (Fig. 7) and 
after processing: filtrations of pulse noise ("New Filter") and TAGC adjustments (Fig. 8). 
 

 
Fig. 8. The examples of the image after TAGC processing 
Modes of the analysis and measurement of navigating parameters 

The analysis of navigating parameters is made on the basis of additional *.idx file. The most 
important parameters are the periods of the beginning and the ending of a tack; latitude and 
longitudes of the beginning and the end of a tack; the probing period, etc. On their basis: 
average speed, tack length, traveling discreteness, discreteness (in meters) along a line and 
other parameters are calculated. 
The table of parameters with the received information on a tack can be looked using the 
tools panel: "Processing" - "Tack". The user can find more detailed navigating information 
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on a tack heading ("Processing" - "IDX-file" - "Header") and on each line ("Processing" - 
"IDX-file" - "Data"). Observing the data on each line the user has the opportunity to choose 
the lines with the help of buttons " Step " and « Next line number ». 
For calculation of navigating parameters in the fixed points of the sonar images the 
following ratio is used. 
Angular coordinates of the sonar targets ( i,T , i,T ), fixed on SLS echograms are determined 
on the basis of formulas (Zolotarev & Kosarev, 2007): 

 
R
D)sin(i,Ai,T ,  (9) 

 
cosR
D)cos(i,Ai,T , (10) 

where i,A , i,A  is the coordinates of SSS antenna in i-th time moment received from a IDX-
file;   the current course values for i-th lines; R is the value of Earth radius of the at 
average latitude ; D is the distance up to the target. 
In case of the towed device the correction between coordinates of SSS and GPS antenna�’s is 
entered. 
As the current course values ( ) at shooting from AUV board are not always contained in 
data of a IDX-file, in this case the program uses the approximate calculations, where instead 
of course value in expressions (9) - (10) quantity ( KTk ) is substituted, where T  is the 
current value of a traveling angle average on some interval, and quantity K  is the angular 
additive to the current traveling angle, describing lateral AUV drift way. The quantity ( K ) 
is entered manually. 
The current value of a traveling angle in i-th point is estimated under the approximate 
formula: 

 miiiii ,costana 2 , (11) 

where i  and i   is the latitude and longitudes of SLS antenna in i-th moment of time, mi  
and mi  is the latitude and longitudes of SSS antenna  in i-m -th moment of time. 
Value m for the towed device is calculated on the basis of a preset value L  of horizontal 
position of a cable (i.e. on the basis of the set distance between SSS and GPS antenna), and 
for AUV (in case of absence of course values k in each scan-line, it is set manually). 
Calculation m on the basis of a preset value of cable horizontal position is made as follows. 
Under the formula 

 )(cos)()(RL miimii
222  (12) 

in a cycle with increasing m the length of a segment L  between points with coordinates 
( i , i ) and ( mi , mi ) is calculated. The length of this segment is being constantly 
compared with the entered value of horizontal position. As soon as L  exceeds the   
parameter of horizontal position, a cycle on m  is stopped and under the formula (11) the 
value Ti for received m is calculated. 
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Further, substituting ( KTk ) in formulas (9) - (10), the corrected coordinates of SLS 
targets having taken into account  the horizontal position of a cable will be received: 

 
R
D))(sin( imi,Ai,T , (13) 

 
cosR
D)cos( imi,Ai,T . (14) 

Before the beginning of measurements the user establishes the initial parameters in a 
window of adjustment ("Processing" - "Option"). Further parameters of initial installation 
are used at calculation of target coordinates. 
During measurements ("Processing" - "Measurement") the index point is fixed with the help 
of the mouse and further after removing to the following point. In the table navigating 
parameters are displayed. The program allows allocating any area and, thus, its navigating 
parameters are fixed in the table. It should be noted, that at drawing a contour, last point 
connects to the first point with the help of pressing of the right key of the mouse. 
As a whole, the developed program is effective for the analysis and processing of sonar 
images of a sea-bottom, includes original decisions and represents the competitive product 
in a comparison with analogues. 

5. Conclusion 
In the present work the brief description of the following basic algorithms of computer 
processing and the analysis of underwater sonar images is submitted: Filtration, Compression, 
Time automatic gain control, Editing, Measurement of navigating parameters. The given 
algorithms are realized as the computer program - editor of sonar images. The developed 
program has passed successful tests on research expeditions on studying World Ocean 
which were carried out by the Institute of Marine Technology Problems FEB RAS. 
The basic results of scientific researches include the following. 
1. The alternative criteria of the analysis of noisy sonar images is developed taking into 

account the properties of visual perception of fine details contrast. 
2. The new filtration algorithm allowing to filter a pulse noise effectively and to keep the 

image sharpness is developed. 
3. Results of the comparative analysis of compression efficiency of sonar images in real 

time on a basis of discrete cosine transformations, Haar transformations and wavelet 
transformations are received. 

4. The original algorithm of time automatic gain control (TAGC) of sonar images signals is 
developed. 

5. The original program - editor, allowing to increase the efficiency of processing and  
analyzing of underwater images is developed. 

It should be noted, that the results of the quality analysis of underwater sonar images are 
received on the basis of the developed algorithms and criteria of the analysis of fine details 
quality of a photo and video images the description of which was submitted in the previous 
author article (Sai, 2007). 
The received results do not limit the development of vision systems of the autonomous 
unmanned underwater devices. At the present time in joint research laboratory of the 
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Institute of Marine Technology Problems FEB RAS and  the Pacific National University 
perspective researches are carried out in areas: transmission of underwater images signals 
on a hydro acoustic communication channel; noise proof coding; 3-D processing of images; 
recognition of underwater objects, etc. 
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1. Introduction 
We address the problem of indoor mobile robot navigation by center following without 
prior environmental information based on visual information provided by a single camera. 
Recently, the research on the mobile robot of the automatic moving type works actively 
(DeSouza & Kak, 2002). It is an important problem to acquire moving environment 
information to move automatically. Various sensors such as the ultrasonic sensor, the 
position sensing device (PSD) sensor, the laser rangefinder, radar, and camera are used to 
acquire moving environmental information. The ultrasonic sensor is cheap but suffers from 
specular reflections and usually from poor angular resolution. The laser rangefinder and 
radar provide better resolution but is more complex and more expensive. These range-based 
sensors have difficulty detecting small or flat object on the ground. These sensors are also 
unable to distinguish between difference types of ground surfaces. While small objects and 
different types of ground are difficult to detect with range-based sensors, they can in many 
cases be easily detected with color vision. Though the obtained accuracy of distance using 
the camera decrease compared with the range-based sensors, various methods for acquiring 
the moving environment with one or more cameras are proposed. 
The stereo vision can measure distance information with two or more cameras as well as the 
ultrasonic sensor and the PSD sensor (Herath et al., 2006). However, the processing cost 
becomes complex with two or more cameras. The omni-directional camera has an advantage 
to obtain all surrounding environments of the robot at one time (Gaspar et al, 2000; Joochim 
& Chamnongthai, 2002; Argyros et al., 2002). However, the omni-directional camera is a 
special camera, and should mount it on the top of the robot to take all round view. This 
causes the limitation in appearance. Since the detection of obstacle region or the wall is 
difficult with the acquisition image, it is necessary to convert to the panoramic image. A lot 
of mobile robots with only one camera are proposed (Vassallo et al., 2000; Ebner & Zell, 
2000; Tomono & Yuta, 2004; Aider et al., 2005; Hayashi, 2007; Bellotto et al., 2008). Using a 
single camera, only forward information can be acquired, and information is less than the 
stereo vision and omni-directional camera. However, if the robot moves to the forward, the 
means to supplement with other sensors, such as the ultrasonic sensor and PSD sensor is 
considered, even if the accurate intelligence is not acquired. Moreover, it has the advantage 
that the processing cost decreases compared with two or more cameras. 
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There are various moving methods where the indoor mobile robot moves by using the 
landmark while estimating the self-localization using the camera image (Tomono & Yuta, 
2004; Rous et al., 2005; Doki et al., 2008). The method of setting up the artificial landmark in 
the wall and ceiling, and using the natural landmark, such as on the corner of the door are 
proposed. However, it is necessary to give environmental information to use the landmark 
beforehand, and it is difficult to move in the unknown environment. There is other method 
that the route is generated from the map prepared beforehand, and the robot follows the 
generated route (Tomono & Yuta, 2004). But this method is also need the environmental 
information in advance. In addition, the methods for detecting the wall and door that is an 
indoors common object are proposed (Moradi et al., 2006; Liu et al., 2006; Murillo et al., 
2008). For the robot navigation, it is a mainstream method to follow the robot generated the 
route with the prior environmental information. When the environmental information is 
unknown, the wall following and the center following methods are proposed (Joochim & 
Chamnongthai, 2002; Vassallo et al., 2000; Ebner & Zell, 2000). 
The purpose of this research is development of the indoor mobile robot that can move even 
in unknown environment. Then, the center following type mobile robot is targeted the use 
of neither the landmark nor map information. Furthermore, the collision avoidance of the 
obstacle and wall is a big problem in the automatic moving in an unknown environment. 
Then, we develop the robot which moves at the center of the corridor when the obstacle 
does not exist. When the obstacle exists forward, the avoidance or stop movement is worked 
according to the size and position of the obstacle. 

2. Approach 
We develop the powered wheelchair based mobile robot. Our mobile robot is consisted of a 
general USB camera and a laptop, as shown in Fig. 1.  The dimension of our robot is L = 116 
cm, W = 56 cm. The camera is mounted in front of the mobile robot. The position CL of the 
camera is from the center of rear axle forward to 87 cm, its ground height is CH = 40 cm, and 
the elevation downward angle is C  = 15 degrees. The acquired image size from the camera 
is 320 times 240 pixels. Two obtained images are shown in Fig. 2. The bottom of the image is 
about 60 cm forward of the robot, and top of the image is about 20 m forward. The moving 
speed of the robot is 0.823 km/h. 
 

 
Fig. 1. Overview of mobile robot. 



Indoor Mobile Robot Navigation by Center Following based on Monocular Vision 

 

353 

    
(a)                                                                 (b) 

Fig. 2. Original images. 

The developed mobile robot in this research has the following characteristics. 
 The prior landmark or map information of the moving environment is not needed. 
 A special device is not needed, and the moving environment is recognized in real time 

with only one general camera. 
 The robot moves at the center of the corridor when the obstacle does not exist. The 

avoidance or stop movement is worked according to the size and position of the 
obstacle when the obstacle exists forward. 

The process flow of our mobile robot is as follows roughly. The frontal view information is 
obtained by using the color imaging camera which is mounted in front of the robot. Then 
two boundary lines between the wall and corridor are detected. To detect these lines, we 
apply not a normal Hough transform but a piece wise linear Hough transform to reduce the 
processing time. As the space between two boundary lines, namely, the detected corridor 
region, we apply the proposed appearance based obstacle detection method which is 
improved the method proposed by Ulrich and Nourbakhsh (Ulrich & Nourbakhsh, 2000). 
When an obstacle exists, the size and place of obstacle is computed, and then, the robot 
works the avoidance or stop movement according to the information of obstacle. Otherwise, 
it moves toward the center of the corridor automatically. Figure 3 shows the process flow of 
the above mentioned. Here, in this research, the mobile robot is assumed to be moved on the 
indoor corridor, and human or the plant is targeted to the obstacle. 

3. Appearance based moving environment recognition 
Ulrich and Nourbakhsh proposed the appearance based obstacle region detection method 
(called Ulrich�’s method). They apply their method to the whole image. In this research, 
because our robot is the indoor mobile robot, not only the corridor region but also the wall 
and doors are observed as shown in Fig. 2. Moreover, in general, it is a straight line though 
the corridor in a university, a hospital, and a general building, has a little concavity and 
convexity by the pillar. Then, two boundary lines between the wall and corridor are 
detected first, different from the Ulrich�’s method, and the corridor region is extracted. The 
reduction of the processing cost is designed by applying the obstacle detection method only 
to the detected corridor region. The moving direction of the robot is decided by using the 
detected boundary line. 
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Fig. 3. Flowchart of proposed algorithm. 

3.1 Corridor boundary detection 
3.1.1 Line detection method 
The left and right boundary lines of the corridor are almost considered to be a straight line. 
To detect a straight line, we use a well-known Hough transform. In general Hough 
transform, one point of the image space (x - y space) corresponds to one sine curve of the  - 
 space. This relational expressed as  = x cos  + y sin . When some points on one straight 

line of the x - y space shown in Fig. 4(a) are transformed onto the  �–  space, sine curves on 
the  �–  space intersects by one point Q1 as shown in Fig. 4(b). The Hough transform is an 
effective method to detect straight line, however, it has the problem with a lot of calculation 
costs. 

 
Fig. 4. Overview of Hough transform and PLHT. 

Then, in this research, to reduce the processing time, we apply not a normal Hough 
transform but a piece wise linear Hough transform (PLHT) (Koshimizu & Numada, 1989). 
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This method was proposed by Koshimizu and Numada, and this method achieves the high 
speed processing by representing the Hough curve as piece wise linear approximation in 
Hough plane. PLHT is divided into m of  axis (0 <=  < ) of Hough plane, and divided 
points denote k, k = 1, 2, ..., m as shown in Fig. 4(c). This method considers m line segments 
which connect a section ( k-1, k-1) - ( k, k), and a piece wise line is called as PLH segment. 
This segment is obtained from following equation. 

1 1
1 1 1

1

cos cos sin sin
cos sin k k k k

k k k
k k

x y
x y  

3.1.2 Boundary pixel detection 
To apply PLHT, we first detect two boundary lines from original image. In general, there is 
a baseboard which color is darker than that of the wall and corridor, at the bottom side of 
wall, namely, the boundary between the wall and corridor as shown in Fig. 2. Thus, we 
detect the boundary pixel using the characteristics of this baseboard. 
There is edge detection method for detecting the boundary pixel. Figure 5(a) shows the 
applied result of well-known method of Sobel vertical edge detector to Fig. 2(a). The height 
of the baseboard is about 7.5 cm, and two edges, one is the edge between the wall and 
baseboard, and the other is the edge between the baseboard and corridor, are detected. As 
for the general corridor, because wax is coating, reflectivity of the corridor is higher than 
wall, and the baseboard, the door, and the lighting reflect to the corridor region. Especially, 
a part of the corridor near the boundary is unclear because the baseboard reflects. On the 
other hand, the edge between the wall and baseboard is clear. Then, this paper detects this 
edge as the boundary pixel. 
 

    
(a)                                                                 (b) 

Fig. 5. Binary edge images. (a) Applied result of Sobel vertical edge detector. (b) Applied 
result of the proposed edge detection method between the wall and boundary. 
The binary vertical edge pixel (called the temporary edge pixel) is detected by applying 
Sobel edge detector from the original image. Only when the density value of the temporary 
edge pixel is lower than the density value of the upside pixel, it is assumed that is an edge 
pixel. This uses the characteristic whose density value of the wall is higher than the density 
value of the baseboard. Figure 5(b) shows the applied result of our boundary pixel detection 
method to Fig. 2(a). Only the edge in the upper part of the baseboard has been detected. In 
addition, the detected edge pixel is fewer, and it causes the reduction of the processing cost 
to apply PLHT described in the next section. 
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Here, the boundary pixel detection method using Sobel edge detector is called edge 1, the 
proposed method is called edge 2. 

3.1.3 Boundary detection by PLHT 
Right and left two straight lines are detected as a boundary line by applying PLHT based on 
the boundary pixel detected by the previous section. Here, the boundary line may occlude 
by the obstacle. In this case, the obtained boundary pixel decreases, and a wrong boundary 
line is detected. To avoid this problem, the information of the past boundary line is used. 
The computed two parameters at frame f of PLHT denote f and f. If either | f �– f-1| > 3 or 
| f �– f-1| > 10 is satisfied, we consider that the wrong boundary line is detected, and we set 

f = f-1, f = f-1. Figure 6 shows the applied result of our method to Fig. 2. 
 

    
(a)                                                                 (b) 

Fig. 6. Detected boundary lines of Fig. 2. 

3.2 Obstacle detection 
3.2.1 Ulrich�’s method 
The corridor region is between two boundary lines detected in the previous section, and the 
obstacle detection method is applied in this region. Ulrich and Nourbakhsh proposed the 
appearance based obstacle detection method using the histogram (Ulrich & Nourbakhsh, 
2000). Their method generates the histogram of the reference region set in the image. In their 
method, a trapezoid region (called the reference region) is set at the bottom side of the 
image as shown at the left of Fig. 7. This method assumes that the color of obstacle differs 
from this reference region. Then, any pixel that differs in appearance from this region is 
classified as an obstacle. Concretely, the bin value of histogram which each pixel belongs is 
computed, and when this value is lower than the threshold value, it considers that this color 
differs from the reference region, and this pixel is classified as the obstacle region, otherwise, 
it is classified as the corridor region. As a result, the pixel whose color not included in the 
reference region is detected as the obstacle. This method is based on three assumptions that 
are reasonable for a variety of indoor environments: 
1. obstacles differ in appearance from the corridor, 
2. the corridor is relatively flat, 
3. there are no overhanging obstacles. 
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In this research, we first applied their method. The original image is converted from RGB 
(red-green-blue) color space into HLS (hue-lightness-saturation) color space (Foley et al. 
1993). Then, the histogram of L value is generated with the reference region. The bin value 
Hist(L(x, y)) of generated histogram and threshold value TL are compared, where L(x, y) is 
the L value at pixel (x, y). When Hist(L(x, y)) > TL then the pixel (x, y) is classified into the 
corridor region, when Hist(L(x, y)) <= TL then it classified into the obstacle region. The 
applied result of their method is shown in the second row of Fig. 7. The wrong region, such 
as the lighting by fluorescent or sunlight, the shadow of the person or other obstacle, are 
detected, though such regions does not existed in the reference region. 

3.2.2 Proposed method 
The false detection of the obstacle is caused by the influence of the lighting by Ulrich�’s 
method. Then, we proposed the improved detection method to solve above problems. 
To remove reflected region by lighting, the high luminance color is removed. In particular, if 
L(x, y) > 0.7 then the pixel is classified into corridor region even if its color does not include 
in the reference region. The result is shown in the third row of Fig. 7. Observing Fig. 7(a)(b), 
it can be confirmed that the lighting region has been removed compared with Ulrich�’s 
method of the second row. 
The pixel which luminance has intermediate value remains as an obstacle only by removing 
high luminance region as shown in Fig. 7(b)-(d). Then, two characteristics are used to solve 
this problem. The pixel of the intermediate value as shown in Fig. 7(b)-(d), remains as 
obstacle region only by removing high luminance. Then, to solve this problem, we use two 
characteristics. One is that the edge appears between the obstacle and corridor. Because 
there is roundness in a part of the edge, the object whose surface is almost flat, such as shoes 
and box, put on the corridor is detected as edge. On the other hand, as long as the corridor is 
not all-reflective material such as mirror, the reflected edge is blurred. Then, we use binary 
edge image described in 3.1.2. The other is the false detection is occurred easily to the dark 
color obstacle, which is not removed with edge information. Then, we pay attention not the 
edge but the color of object, and even if the edge is not detected, the darker pixel is classified 
into the obstacle region. 
The process flow of proposed method is as follows. At first, Ulrich�’s method is applied to 
detect temporary obstacle. Next, when the pixel detected as the temporary obstacle is not an 
edge or a dark pixel, it classifies into the corridor region. This classification process is 
scanned from the bottom side of the image in the temporary obstacle to the upper side. The 
target line changes to the next line without scanning when the obstacle is detected. The 
processing time is shortened though it is a little because all temporary obstacle pixels are not 
scanned. The applied result of proposed method is shown in the fourth row of Fig. 7. It can 
be confirmed that the obstacle is detected accurately compared with the result of the second 
and the third rows of Fig. 7. 

3.3 Target obstacle region detection 
The obstacle region is detected to the corridor region by the proposed method as shown in 
the fourth row of Fig. 7. The obstacle in the distance may not work the collision avoidance 
movement though it needs to work the collision avoidance movement when the obstacle 
exists near the robot. Then, the area SO of the obstacle region within the search range [Dn, Df] 
where Dn < Df, is measured. If SO > TO then the avoidance movement is worked, otherwise 
center following movement is worked. Here, TO [pixel] is the threshold value. 
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Fig. 7. Obstacle detection and moving direction detection. 

4. Movement of mobile robot 
4.1 Correspondence of image space and real space 
In this research, the search range [Dn, Df] is given to detect the obstacle region described in 
the previous section. Moreover, in order to work the center following movement, stop 
movement, and avoidance movement, the distance from the mobile robot to the obstacle 
and the width of the corridor are needed. Here, the position of the camera mounted in the 
robot is fixed. At this time, the position (X, Y) of a real space at the arbitrary position (x, y) in 
the image can be estimated. Then, to obtain the correspondence of image space and the real 
space, we develop two expressions for the conversion with the real space and image space 
of the horizontal axis and vertical axis. 
The vertical position Iy [pixel] in the image space is corresponding to the distance Ry [cm] 
from the robot in a real space. We put several markers on the corridor. We measure the 
position of the image space at each marker, and calculate the conversion function. Figure 
8(a) shows the measurement point of the marker and the conversion function curve. The 
conversion function is the fourth polynomials derived by the least square method as follow. 

47342112 1037.61044.41019.11055.11019.9 IyIyIyIyRy  

The conversion between the horizontal position Ix [pixel] in the image space and distance Rx 
[cm] in the real space is calculated as well as the above mentioned. Here, the marker was put 
from the robot to three kinds of distances of 1 m, 2 m, and 3 m. Figure 8(b) shows the 
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measurement point of the marker and the conversion function lines. These functions are the 
first polynomial derived by the least square method. Moreover, we set the center of the 
image Ix = 0. The calculated functions are as follows. 

IxRx

IxRx

IxRx

m

m

m

825.0515.2
585.0540.1
347.0757.0

)3(

)2(

)1(

 

 
(a) Iy - Ry 

 
(b) Ix - Rx 

Fig. 8. Conversion function of image space and real space. 

4.2 Center following movement 
When the vanishing point obtained as an intersection of two boundary lines is assumed to 
be a moving direction, a location about 20 m or more away from the mobile robot should be 
assumed to be the destination. In this case, when the mobile robot is located at wall side, it 
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does not immediately return to the central position. It returns gradually spending long time 
in the position of the center. Then, a central position of the corridor of 1 m forward is 
assumed to be the destination. 
The right of Fig. 7(a)-(c) shows the detected moving direction of the center following 
movement. The blue line is the center line of the corridor, the red point in the terminal of 
yellow line is the target position. In Fig. 7(c), though the obstacle is detected forward, the 
center following movement is worked because it is in the distance. 

4.3 Stopping movement and avoidance movement 
About the stopping movement and avoidance movement, we present these movements by 
using Fig. 9. In our system, the collision avoidance movement avoids the obstacle so as not 
to collide with the obstacle according to the size and the position of the obstacle. It moves 
again at the center of the corridor after it avoids. In this case, the strategy to avoid the 
obstacle by a smooth route is considered. However, the main point of this research is to 
move the mobile robot in real time frontal environment recognition of the robot using 
monocular vision. Then, the robot is moved in a polygonal line route with a few parameters 
as shown in Fig. 9. The avoidance angle  and avoidance distance d1 toward from point P to 
point Q are computed, and the robot rotates  in point P, and goes straight d1 and moves to 
point Q. The robot rotates -  in point Q and it stands in parallel direction to the wall. 
Afterwards, the robot goes straight d2 and moves to point R. Next, the robot rotates  in 
point R, and goes straight d1 and moves to point S. The robot returns to the center of the 
corridor again by rotating -  at the end. Afterwards, the center following movement is 
restarted again. In a word, it returns to the center of the corridor by four turn movement. 
Here, the target obstacle is a person or a plant described in 2, and we set d2 = 1 m. Point Q is 
a central position of the open space in corridor region. QR is parallel to PS. 
When the robot reaches point P, and the obstacle is detected forward d0, two widths of two 
free spaces wR and wL on right and left both sides of the obstacle are measured. The stopping 
movement or avoidance movement is worked according to following condition (1)-(3). 

 RLL wwaWw  (1) 

 RLR wwaWw  (2) 

 otherwise   (3) 
 

Where, W and L are the total width and total length of the mobile robot. a is a margin 
distance in which the robot avoid colliding with the wall and obstacle. 
When the condition (1) is satisfied, the mobile robot works the avoidance movement in the 
direction of the left side as shown in Fig. 9. Oppositely, when the condition (2) is satisfied, 
the avoidance movement is worked in the direction of the right side. When the condition (3) 
is satisfied, there is no free space where the mobile robot can move to right and left both 
sides. The stopping movement keeps until the obstacle goes some place. 
Fig. 7(d) shows the moving direction that is judged the avoidance movement. The light blue 
line means the bottom of the detected obstacle region. A red point which is the tip of yellow 
line is a target direction. 
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Fig. 9. Avoidance movement. 

5. Evaluation experiments 
5.1 Boundary detection estimation 
The boundary detection was applied to four kinds of method that combined Hough 
transform, PLHT where the number of division is m = 9, and two boundary pixel detection 
methods (edge 1 and edge 2) for ten scenes taken beforehand. To evaluate the detection 
accuracy, the angle error of the detected boundary is computed with visual observation. The 
error angle and processing time per a frame are shown in Table 1. The number of average 
frame of ten scenes is 557 frames. We used a laptop (CPU: Core2 Duo T7300 2.00GHz, main 
memory: 2GB), and an USB camera Logicool Pro 3000. 
 

edge 1 edge 2  Hough PLHT Hough PLHT 
error [deg] 2.30 2.31 1.45 1.52 

processing time [ms/frame] 116.4 30.7 57.7 26.6 

Table. 1. Boundary line detected result. 
The detection accuracy of PLHT is lower than that of the Hough transform in the both 
boundary pixel methods edge 1 and edge 2 from Table 1. However, it is greatly improved the 
processing time, the processing time is shorten 1/4 and 1/2 with edge 1 and edge 2, 
respectively. In addition, by applying proposed boundary pixel detection method edge 2, the 
error angle of 1.52 degrees, and the processing time of 26.6 ms/frame was obtained. Thus, we 
were able to prove the improvement of both the detection accuracy and processing time. 

5.2 Stopping experiment 
The proposed method was implemented on the mobile robot, and the recognition system of 
the moving environment in real time was constructed. Six obstacles shown in Fig. 10 at the 
position of 3 m forward of the mobile robot were put respectively, and the stopping 
movement was carried out five times per each obstacle on the corridor which width is 2 m. 
Table 2 shows the distance d0' where the mobile robot actually stopped, the distance d0 
where the robot detected the obstacle. Here, we set the threshold area TO = 1800 pixel to 
work the stopping movement. We set the search range Dn = 1 m and Df = 2 m in 
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consideration of the moving speed of the robot. It stopped surely within the search range 
that the distance from the robot to the obstacle had given with Dn and Df though it differed 
depending on the size of the obstacle. As a result, it can be confirmed that the proposed 
method can correctly detect the obstacle. Moreover, the difference between d0 and d0�’ was 
occured, and alway d0 > d0�’ is satisfied is the braking distance of the mobile robot. Though, 
the proposed mobile robot is worked either the stopping movement or avoidance movement 
according to the size and position of the obstacle, this experiment was to verify the accuracy 
of the stopping movement, and whenever the obstacle was detected, it was stopped. 
Stopped distance d0' = 155 cm is short though the width 57 cm of the chair is the largest of 
six obstacles. Since, the open space under the chair was existed due to the legs and casters, 
SO of the chair was small. As for this case, the comparable result was seen in the person on 
the front and the side. 
Moreover, the processing time was 9.7 fps using the same camera and a laptop of previous 
experiment. It was confirmed to be able to recognize a running environment forward in real time. 
 

         
(a) chair                               (b) potted plant                             (c) cardboard 

         
(d) person (front)                         (e) person (side)                          (f) trash can 

Fig. 10. Six obstacles for stopping experiment. 
 

object width [cm] d0 [cm] d0�’ [cm] braking distance [cm] 
chair 57 159.8 155.0 4.8 

potted plant 45 173.2 168.8 4.8 
cardboard 44 174.2 169.4 4.8 

person (front) 44 166.6 161.2 5.4 
person (side) 30 171.6 167.0 4.6 

trash can 28 174.4 169.6 4.4 
Table 2. Result of stopping experiment. 

5.3 Moving experiment 
The moving experiment of the mobile robot in five scenes that changed the location of the 
obstacle was carried out. The target route and result route of the mobile robot at an axle 
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center, and the location of the obstacle is shown in Fig. 11. The start point of the robot was 
(0, 0), and the goal point G was (1000, 0). In Fig.11(a)-(d), the obstacle was the potted plant 
which diameter was 45 cm, and the center location of each scene was, (500, 0) at (a), (500, 45) 
at (b), (500, -45) at (c), and (500, 105) at (d). In Fig. 11(e), we put the potted plant at (500, 105) 
and two persons were stood at location of (500, 0) and (500, -105), respectively. 
 

 
Fig. 11. The resulting route of the moving experiment. 
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Table 3 shows the computed distance d0, and avoidance angle , and four error values, xS, 
yS, S, these are in point S, and yG in point G. When there was avoidance space like Fig. 

11(a)-(c) even when the obstacle exists forward, the robot avoided correctly and returned the 
center of the corridor again. Moreover, the robot moved straight without working the 
avoidance movement when not colliding by driving straight ahead even if the obstacle 
existed forward like Fig. 11(d), and it stopped when there was no avoidance space like Fig. 
11(e). The maximum error distance in point S was 22.5 cm and 30.8 cm of x and y axes, 
respectively. The maximum error distance in point G was 17.0 cm. It is thought that the width 
of the corridor is narrow in the distance, and it caused the error easily in a positive direction. 
 

scene d0 [cm]  [deg] xS [cm] yS [cm] S [deg] yG [cm] 
(a) 183 -25 17.2 -7.5 5.0 17.0 
(b) 181 -22 17.5 -22.5 5.4 13.6 
(c) 184 22 30.8 -7.5 5.2 14.5 
(d)      2.0 
(e) 186      

Table 3. Result of traveling experiment. 

5.4 Face-to-face experiment 
The previous experiment was the moving experiment with the stationary obstacle. In this 
experiment, we use two mobile robots with the same function as a moving obstacle. Two 
center following robots R1 and R2 were made to coexist in the same environment, and face-
to-face moving experiment was carried out. R1 is a robot that has used by the previous 
experiment, and R2 is a newly developed robot whose total length is 107 cm and the width is 
60 cm. The experiment place is on the corridor which width is 340 cm, and this width is 
enough to work the avoidance movement. Two robots were put face-to-face on both sides of 
10 m away. Figure 12 and Fig. 13 show the experiment scenes taken by video camera and 
camera mounted on R1, respectively. In these figures, R1 moved from the far side to the near 
side, and R2 moved from the near side to the far side. In Fig. 12(a) and Fig. 13(a), these are 
the initial scenes. In Fig. 12(b) and Fig. 13(b), R1 was stopped to detect R2 as the obstacle, at 
point P, and R2 was also stopped to detect R1. In Fig. 12(c) and Fig. 13(c), R1 was rotated  to 
work avoidance movement. In Fig. 12(d) and Fig. 13(d), R1 was at point Q after second 
rotation. In this time, R2 moved again at the center of the corridor when R1 moved outside 
the view of the camera of R2. In Fig. 12(e) and Fig. 13(e), R1 was stopped at point S, and Fig. 
12(f) and Fig. 13(f) are scenes when R1 was worked four rotation. After that, R1 moved again 
at the center of the corridor after having correctly worked the avoidance movement. It was 
confirmed that two robots were able to coexist under the same environment. 

6. Conclusions and future works 
This paper proposed the appearance based method for detecting two boundary lines 
between the wall and corridor and the obstacle region through the image processing based 
on monocular vision. Moreover, the proposed method was implemented in the wheelchair 
based indoor mobile robot. The developed robot moved at the center of the corridor, and it 
worked the stopping or avoidance movement according to the size and position of the 
obstacle even in the moving environmental information was unknown. 
There is a problem only that our robot is possible to go straight though it can move at the 
center of the corridor while avoiding the obstacle. Then the future work is the corner 
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detection to turn the corridor. Furthermore, our robot is only allowed to move automatically 
with center following. Thus, we give the destination of the robot, and it moves to the 
destination automatically. 
 

       
(a)                                               (b)                                              (c) 

       
(d)                                               (e)                                              (f) 

Fig. 12. Face-to-face moving experiment taken by video camera. 

       
(a)                                               (b)                                              (c) 

       
(d)                                               (e)                                              (f) 

Fig. 13. Face-to-face moving experiment taken by R1 camera. 
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1. Introduction     
The field of multiple autonomous robots cooperating is emerging as a key technology in 
mobile robots and is currently under intense effort. The use of multi-robots synchronized, 
coordinated or cooperating in production processes where there is a high requirement on 
flexibility and manoeuvrability is highly desirable. This is an option to be considered in 
complex and integrated production processes including assembling, transporting, painting 
and welding tasks. 
Broadly, the applied general approaches for controlling and coordinating the movement of 
several robots that cooperatively perform a task illustrate the major trade-off in the control 
and coordination of multi-robots: between precision and feasibility and between the 
necessity of global information and communication capacity. Further, multiple robot 
systems working in external synchronization, e.g master-slave and coordinated schemes or 
mutual synchronization, e.g. cooperative schemes, imply the design of suitable controllers to 
achieve the required synchronous motion. 
The work presented in this paper, combines insights of computer vision, dynamical systems 
theory, computational neuroscience and robotics. We aim at generating online flexible timed 
behavior stably adapted to changing online visual, infrared and proprioceptive sensory 
information, such that different entities may achieve autonomous timed and flexible 
cooperative/coordinated behavior. As a first attempt, we do not take into account 
communication issues. We apply an attractor based dynamics as recent studies have shown 
that this theory helps synchronize systems and reduces the computational requirements for 
determining identical movement parameters across different coupled entities. The inherent 
advantages from an engineering viewpoint are huge, since the control system is released 
from the task of recalculating the movement parameters of the different entities.  
The main motivation is that once solutions for this problem are found, they can be applied 
in search and rescue operations, landing removal, remote terrain and space exploration, and 
also to the control of satellites and unmanned aerial vehicles. In this domain, the 
achievement of robots able to exhibit intelligent and flexible cooperative behaviour is a first 
issue. 
The approach is demonstrated in the cooperation among two vision-guided mobile robots 
such that they are able to reach a visually acquired goal, while avoiding obstacles, without 
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prior knowledge of the non-structured and complex environment. Both systems have to deal 
with time constraints, such that vehicles have to reach the goal location within a certain time 
independently of the environment configuration or the distance to the target. Goal position 
is acquired by a camera mounted on the top of the robot and facing in the direction of the 
driving speed. 
The results illustrate the robustness of the proposed decision-making mechanism and show 
that the two vehicles are temporal coordinated: if a robot movement is affected by the 
environment configuration such that it will take longer to reach the target, the control level 
coordinates the two robots such that they terminate approximately simultaneously. 
To the best of our knowledge, temporal coordination among robots able to deal with both 
space and time constraints, has not been addressed in the framework of dynamical systems 
except from our previous work. The system is novel because coordination (to synchronize or 
to sequentialize) autonomously results from the current sensorial context through an 
adaptive process that is embedded in the dynamical systems controller. Online modification 
of the parameters is used to steer action and feedback loops enable to do online trajectory 
modulation. We also attempt to demonstrate that the approach can be extended for a larger 
number of vehicles.  
In the rest of the article, we will first give a brief review of the state of the art of trajectory 
planning considering time control. A brief discussion of the proposed method and its 
advantages is done in this section. In section 3 we present the dynamical systems approach 
used to generate timed trajectories, formulate the proposed controller and discuss its intrinsic 
properties. In the next section, we describe the problem we try to solve in this chapter. The 
overall architecture is presented. We also describe the dynamical systems that act at the level 
of heading direction, the vision system, the behavioural specifications and control of forward 
velocity.  and the other controlling the robot's velocities. In this section, it is also described the 
vision system. We then describe the simulation environment for the application, we present 
two simulations and our results and discuss the properties of the system. We conclude by 
presenting the conclusions and presenting future directions for the work (section 6). 

2. State-of-the-art 
Trajectory planning has been extensively studied over the last few years, ranging from the 
addition of the time dimension to the robot's configuration space (Erdmann & Lozano-
Perez, 1987), visibility graph (Reif & Sharir, 1985), cell decomposition (Fujimura & Samet, 
1989) or neural networks (Glasius et al., 1994). There are several results for time-optimal 
trajectory planning (Fraichard, 1999). 
Despite the efficient planning algorithms that have been developed and the advances in the 
control domain which validated dynamic, robust and adaptive control techniques, the path 
planning problem in autonomous robotics remains separated in theory from perception and 
control. This separation implies that space and time constraints on robot motion must be 
known before hand with the high degree of precision typically required for non-
autonomous robot operation. In order to develop autonomous robot systems capable of 
operating in changing and uncertain environments it is required a tight coupling of 
planning, sensing and execution. 
However, timing is more difficult to control when it must be compatible with the 
requirement of continuous coupling to sensory information. Some approaches have 
addressed this issue (Buhler & Kindlmann, 1994), but timing was not fully explored. 



Temporal Coordination among Two Vision-Guided Vehicles:  
A Nonlinear Dynamical Systems Approach 

 

369 

In this article, we propose an approach fully formulated in terms of nonlinear dynamical 
systems which lead to a flexible timed behaviour stably adapted to changing online sensory 
information. Dynamical systems have various desirable properties which makes them 
interesting and powerful for trajectory generation. See (Schoner & Dose, 1992; Tani et al., 
2004; Schaal et al., 2001; Schoner & Santos, 2001; Fukuoka et al., 2003; Ijspeert et al., 2001) for 
related work. First, the structural robustness of the solutions implies intrinsic robustness 
against small perturbations and noise and the possibility to fuse new inputs into the system 
without completely destroying its properties. Second, the low computation cost is well-
suited for real time. Other properties are the smooth online modulation of the trajectories 
through changes in the parameters of the dynamical systems; the possibility to synchronize 
with external signals and to add sensory feedback pathways. The dynamics of the system 
globally encode a task (i.e. the whole attractor landscape) with the goal state as the point 
attractor. This is a "always online" property, i.e., once a task is encoded into a dynamical 
system (e.g. learning) it will be always active, and no discrete trials are needed. Once 
properly designed, the dynamical system can be robust enough against perturbations and 
able to smoothly recover from perturbations by means of coupling terms in the dynamics.  
Another particularity is that these systems produce coordinated multidimensional rhythms 
of motor activity, under the control of simple input signals. Such systems are deemed to 
strongly reduce the dimensionality of the control problem. 
We build on previous work (Santos, 2004; Schoner & Santos, 2001; Schoner, 1994), where we 
proposed a dynamical system architecture that generated timed trajectories, including 
rhythmic and discrete movement, movement sequences and temporally coordinated 
movements. The model consists of a dynamical system composed of stable fixed points and 
a stable limit cycle (an Hopf oscillator). Trajectories are generated through the sequencing of 
these primitives, in which the limit cycle is activated over limited time intervals. This 
sequencing is controlled by a �“neural" competitive dynamics. By controlling the timing of a 
limit cycle, the system performs well tasks with complex timing constraints. The online 
linkage to noisy sensorial information, was achieved through the coupling of these 
dynamical systems to time-varying sensory information (Schoner, 1994; Santos, 2004). In 
(Santos, 2004), this architecture was implemented in a real vehicle and integrated with other 
dynamical architectures which do not explicitly parameterize timing requirements. In 
(Schoner & Santos, 2001), we have generated temporally coordinated movements among 
two PUMA arms by coupling two such dynamical systems. 
In this work, coordination is modeled through mutual coupling of such dynamical systems. 
This coupling enables to achieve temporal coordination and synchronization of the different 
systems, providing an independency relatively to the specification of their individual 
parameters. Specifically, we address the following questions: Can the temporal coordination 
among different degrees-of-freedom (dofs) be applied to the robotics domain such that a 
tendency to synchronize among two vehicles is achieved? Can the applied dynamical 
systems approach provide a theoretically based way of tuning the movement parameters 
such that it is possible to account for relationships among these? 
These questions are positively answered and shown in exemplary simulations in which two 
low-level vehicles must navigate in a simulated non-structured environment while being 
capable of reaching a target in an approximately constant time. For each robot, target 
position is internally acquired by a visual system mounted over the robot and robot velocity 
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is controlled such that the vehicle has a fixed time to reach the target while continuously 
avoiding sensed obstacles in its path. The two robot movements are coupled in time such 
that if the two movements onsets are not perfectly simultaneous or if their time trajectories   
are evolving differently (one is going faster/slower than the other), leading to different 
movement times (time it takes to reach the target), this coupling coordinates the two 
movements such that they terminate approximately simultaneously. 
Interesting properties of the system include: 1) the possibility to include feedback loops in 
order to do online trajectory modulation and take external perturbations into account, such 
that the environmental changes adjust the dynamics of trajectory generation; 2) online 
modulation of the trajectories with respect to the amplitude, frequency and the midpoint of 
the rhythmic patterns (discrete movements goal), while keeping the general features of the 
original movements, and 3) the coordination and synchronization among the robots, 
achieved through the coupling among the dynamics of each robot, that provides for a 
smooth and an adaptive behaviour of the complete system in face perturbations in the 
sensed environment. This type of control scheme has a wide range of applications in multi-
dimensional control problems. 
It is our belief that planning in terms of autonomous nonlinear attractor landscapes 
promises more general movement behaviours than traditional approaches using time-
indexed trajectory planning. Further, by removing the explicit time dependency one can 
avoid complicated 'clocking' and 'reset clock' mechanisms. 

3. The dynamical systems trajectory generator 
Our aim is to propose a controller architecture that is able to generate temporally 
coordinated trajectories for two wheeled vehicles such that they reach in time a visually 
acquired target, independently of the environment configuration or the distance to the 
target. These trajectories should be smoothly modulated both individually and in 
coordination when simple control parameters change. 
We build on a previously proposed solution in which timed trajectories were generated as 
attractor solutions of dynamical systems (Santos, 2004). The controller is modelled by a 
dynamical system that can generate trajectories that have both discrete and rhythmic 
components. The system starts at an initial time in an initial discrete position, and moves to 
a new final discrete position, within a desired movement time, and keeping that time stable 
under variable conditions. The final discrete position and movement initiation change and 
depend on the visually detected target, on the environment configuration and its perception, 
on proprioceptive data and on the robot internal model. Thus, trajectories generated by this 
architecture are modulated by sensory feedback.  
The overall controller architecture is depicted in Fig. 1. 
In this section we describe the dynamical system architecture that generates timed 
trajectories. First, we describe the dynamical systems composed of stable fixed points and a 
stable limit cycle (an Hopf oscillator). The solutions of these dynamical systems are 
temporally coordinated through the coupling of these architectures. Second, the �“neural�” 
dynamics that control the sequencial activation of these dynamic primitives is described. 
Finally, we discuss some relevant properties of the overall system that enables to achieve 
generation and temporal coordination of complex movements. 
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Fig. 1. Controller architecture for timed trajectory generator. Timed movement for x and y 
spatial coordinates are generated through the sequencing of stable fixed points and a stable 
limit cycle. This sequencing is controlled by a neural competitive dynamics according to 
sensorial context and logical conditions. Trajectories are modulated according to the Aic 
parameter. 

3.1 Fixed points an limit cycle solutions generator 
The developed controller is divided in three subsystems, one generating the initial discrete 
part of movement, another generating the oscillatory part and another generating the final 
discrete part of movement. A dynamical system for a pair of behavioral variables (m,n) is 
defined to generate the timed movement (Santos, 2004; Schoner & Santos, 2001). Although 
only the variable, m, will be used to set the robotic variable, a second auxiliary variable, n, is 
needed to enable the system to undergo periodic motion. 
This dynamical system can operate in three dynamic regimes that correspond to the stable 
solutions of the individual dynamical systems: two discrete states (stationary states) and a 
stable oscillation (a limit cycle solution). We set two spatially fixed coordinates systems each 
centered on the initial robot position: one for the x and the other for the y spatial coordinates 
of robot movement. A dynamical system is defined for each of these fixed coordinate 
systems as follows: 
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where the index i = x, y refers to x and y spatial fixed coordinate systems of robot 
movement.  
The �“init'' and �“final'' contributions describe a discrete motion whose solutions converge 
asymptotically to a globally attractive point at mi = 0 for �“init'' and Aic for �“final�” with ni = 0 
for both. Speed of convergence is controlled by  = 1/5 = 0.2. time units. If only the final 
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contribution is active (uhopf = uinit = 0;  |ufinal|= 1), each time Aic is changed, the system will be 
attracted by the new Aic value, generating a discrete movement towards Aic. 
The �“Hopf'' term describes an Hopf oscillator, that generates the limit cycle solution (as 
defined in (Santos, 2004; Schoner & Santos, 2001) and is given by: 
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where i = 4  / Aic2 controls the amplitude of the oscillations,  is the oscillator intrinsic 
frequency and  controls the speed of convergence to the limit cycle. This oscillator in 
isolation (uinit = ufinal = 0;  |uhopf|=1) , contains a bifurcation from a fixed point (when  <0) to 
a structurally stable, harmonic limit cycle with radius Aic = sqr(  / i) cycle time  = 2 /  = 20 
time units and relaxation to the limit cycle given by 1/(2  i) = 0.2 time units, for  > 0. Thus, 
it provides a stable periodic solution (limit cycle attractor) 
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The fixed point m has an offset given by Aic / 2. For  < 0 the system exhibits a stable fixed 
point at m = Aic  / 2. 
Because the system is analytically treatable to a large extent, it facilitates the smooth 
modulation of the generated trajectories according to changes in the frequency, amplitude 
or offset parameters. This is interesting for trajectory generation in a robot.  
Basically, this Hopf oscillator describes a rhythmic motion which amplitude of movement is 
specified by Aic  and its frequency by . 
The dynamics of (Eq. 1) are augmented by a Gaussian white noise term, gwn, that 
guarantees escape from unstable states and assures robustness to the system.  
The system is able to cope with fluctuations in amplitude Aic because quantities that depend 
on sensory information are included in the vector field. Lets consider the dynamical systems 
defined for the x spatial coordinate. The periodic motion's amplitude, Axc, is updated during 
periodic movement each time step as follows, 

 ,)()( arg xinitRRinitRettxc mxxxxA  (4) 

where xtarget is x target position, xR  is x robot position,  xRinit  is initial x robot position 
previously to movement initiation and mx  is the dynamical variable. We always consider 
movement is relative to the origin of an allocentric reference frame, which is coincident with 
xRinit. Online trajectory modulation is achieved through the inclusion of this feedback loop 
that enables to take robot movement and environment configuration into account, such that 
when a change occurs, the system online adjusts the dynamics of trajectory generation. The 
same behavior applies for the dynamical systems defined for the y spatial coordinate. 
Here an approach is defined to achieve temporal coordination among the two robots, by 
coupling these two architectures in a way that generates phase-locking (synchronization) in 
the oscillation regime. This was achieved by modifying the Hopf contribution that generates 
the limit cycle solution (Eq. 2) as follows: 
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where index j refers to index i time courses of the coupled dynamical system (the other 
robot) and ij is the desired relative phase among oscillators i and j (- ij  among oscillators j 
and i). For instance, (mx, nx) of robot 1 is coupled with (mx,nx) of robot 2. The coupling term 
is multiplied with the neuronal activation of the other system's Hopf state so that coupling is 
effective only when both components are in the oscillation regime. Because we want both 
coupled dynamical systems to be in-phase we set ij = 0 degrees. 
A neural dynamics controls the switching between the 3 possible modes of movement 
through three �“neurons'' uj, i (j =init, hopf, final). This switch is controlled by several 
parameters including calculated target position, acquired by the vision system. Moreover, 
the amplitude Aic of movement depends on the calculated target position and this provides 
for online trajectory modulation. By modifying on the fly these parameters, one can easily 
generate different stable trajectories.  

3.2 Neural dynamics 
The �“neuronal�”' dynamics of uj,i  [-1,1] (j = init, final, hopf;  i = x,y refers to x and y spatial 
fixed coordinate systems of robot movement) switches the dynamics from the initial and 
final stationary states into the oscillatory regime and back. Thus, a single discrete movement 
act is generated by starting out with neuron |uinit,i| = 1 activated, the other neurons 
deactivated (|ufinal,i| = |uhopf,i| = 0), so that the system is in the initial stationary state (mi=0). 
Then, neuron |uinit,i| = 0  is deactivated and neuron |uhopf,i| = 1 activated and the system 
evolves along the oscillatory solution. After approximately a half-cycle of the oscillation, this 
oscillatory solution is deactivated again turning on the final postural state instead (|ufinal,i| = 
|uhopf,i| = 1). Temporally discrete movement is autonomously generated through a sequence 
of neural switches such that an oscillatory state exists during an appropriate time interval of 
about a half-cycle. This approximately half-cycle is movement time (MT). 
These switches are controlled by the following competitive dynamics  
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where �“neurons�”, uj,i, can go �”on�” (=1) or �“off�” (=0). The first two terms of the equation 
represent the normal form of a degenerate pitchfork bifurcation: A single attractor at uj,i = 0 
for negative j,i becomes unstable for positive j,i, and two new attractors at uj,i = 1 and uj,i = - 
1 form. We use the absolute value of uj,i as a weight factor in (Eq 1). 
The third term is a competitive term, which destabilizes any attractors in which more than 
one neuron is �“on''. For positive j,i all attractors of this competitive dynamics have one 
neuron in an �“on'' state, and the other two neurons in the �“off'' state (Schoner & Dose, 1992; 
Large et al., 1999). The dynamics of (Eq. 6) are augmented by the Gaussian white noise term, 
gwn, that guarantees escape from unstable states and assures robustness to the system. 
Fig. 2 presents a schematic illustrating this dynamics. This dynamics enforces competition 
among task constraints depending on the neural competitive advantages parameters, j,i. As 
the environmental situation changes, the competitive parameters reflect by design these 
changes causing bifurcations in the competitive dynamics. The neuron, uj,i, with the largest 
competitive advantage, j,i > 0, is likely to win the competition, although for sufficiently 
small differences between the different j,i values multiple outcomes are possible (the 
system is multistable) (Large et al., 1999). 
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Fig. 2. Schematic representation of the neural dynamics. Current sensorial context and 
global constraints change as the environmental situation changes. By design, the j,i 
parameters reflect these changes causing bifurcations in the neural dynamics and activation 
of a neuron uj,i  [-1,1]. These neurons enable the system to appropriately control 
sequencing of movement primitives. 

In order to control switching, the j,i parameters are explicitly designed such that their 
functions reflect the current sensorial context and the global constraints expressing which 
states are more applicable to the current situation. They are defined as functions of robot 
position, parameters returned by the visual system, information from the other robot and 
internal states and control the sequential activation of the different neurons (see (Steinhage 
& Schoner, 1998)), for a general framework for sequence generation based on these ideas 
and (Schoner & Santos, 2001) for a description). Herein, we vary the -parameters between 
the values 1.5 and 3.5: j,i = 1.5 + 2 b j,i, where b j,i are �“quasi-boolean'' factors taking on values 
between 0 and 1 (with a tendency to have values either close to 0 or close to 1). Hence, we 
assure that one neuron is always �“on�”.  
The time scale of the neuronal dynamics is set to a relaxation time of uj,i = 1 / u = 0.02, ten 
times faster than the relaxation time of the (mi, ni) dynamical variables. This difference in 
time scale guarantees that the analysis of the attractor structure of the neural dynamics is 
unaffected by the dependence of its parameters, j,i on the dynamical variable, mi, which is a 
dynamical variable as well. Strictly speaking, the neural and timing dynamics are thus 
mutually coupled. The difference in time scale makes it possible to treat mi as a parameter in 
the neural dynamics (adiabatic variables). Conversely, the neural weights can be assumed to 
have relaxed to their corresponding fixed points when analyzing the timing dynamics 
(adiabatic elimination). The adiabatic elimination of fast behavioral variables reduces the 
complexity of a complicated behavioral system built up by coupling many dynamical 
systems (Santos, 2005; Steinhage & Schoner, 1998). By using different time scales one can 
design the several dynamical systems separately. 

3.3 Intrinsic properties of the overall dynamics 
The fact that timed movement is generated from attractor solutions of nonlinear dynamical 
systems leads to a number of desirable properties for trajectory generation. The system is 
able to make decisions such that it flexibly responds to the demands of any given situation 
while keeping timing stable. Intrinsic stability properties are inherent to the Hopf oscillator, 
which has a structurally stable limit cycle. Thus, the generated trajectories are robust to the 
presence of noise and stable to perturbations. This property is specially useful for adding 
feedback pathways because sensory information is forgotten as soon as it disappears from 



Temporal Coordination among Two Vision-Guided Vehicles:  
A Nonlinear Dynamical Systems Approach 

 

375 

the environment. This structural robustness of solutions further guarantees the stability and 
controllability of the overall system if the time scale separation principle is obeyed. These 
intrinsic properties, including bifurcation and hysteresis, enable planning decisions to be 
made and carried out in a flexible, yet stable way, even if unreliable sensory information is 
used to steer action. These properties are explained in more detail in (Santos, 2004). 
An advantage of this approach is that it is possible to parameterize the system by analytic 
approximation, which facilitates the specification of parameters. Not only we have 
generated discrete movement as well as we provide a theoretically based way of tuning the 
dynamical parameters to fix a specific movement time or extent. Smooth trajectory online 
modulation of the trajectories with respect to the goal, amplitude and frequency is now 
possible, while keeping the general features of the original movements. Trajectories are thus 
modulated according to the environmental changes, such that action is steered by online 
modulation of the parameters. A simple modulation of the parameters can generate an 
infinite variation of stable trajectories. 
Moreover, we showed that it was easy to couple two dynamical systems to generate 
coordinated multidimensional trajectories. The extension to a more enlarged number of 
dynamical systems is feasible and brings no added complications. The coordination and 
synchronization among the generated trajectories, achieved through the coupling of their 
dynamical systems, provides for a smooth and an adaptive behavior of the complete system 
in face of perturbations in the sensed environment. The coupling of nonlinear oscillators 
offers multiple interesting properties which enable smooth integration of their parameters 
and makes them interesting and powerful for trajectory generation. 
In the next section, we show the application of this dynamical architecture to the generation   
of timed trajectories for two vision-guided vehicles. 

4. Problem statement 
In this article we try to solve a robotic problem applying an attractor based dynamics to 
timing and coordination. Fig. 3 depicts the problem setup: two low-level vehicles must 
navigate in a simulated non-structured environment while being capable of reaching a 
 

 
Fig. 3. Three views of a same scenario where two low-level vehicles navigate in a simulated 
non-structured environment. Each robot moves, senses obstacles and acquires target 
information through online visual sensory information. Each robot movement is controlled 
such that target locations are reached in a certain fixed time while avoiding obstacles in its 
path. The robot controllers are coupled such that their movements are temporally coordinated. 
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target within a certain time independently of the environment configuration or the distance 
to the target. Each robot moves, senses obstacles and acquires target information through 
online visual sensory information. Each robot movement is controlled such that target 
locations are reached in a certain fixed time while avoiding obstacles in its path. Thus, if the 
vehicle takes longer to arrive at the target because it needed to circumnavigate an obstacle, 
this change of timing must be compensated for by accelerating the vehicle along its path.  
The task is to temporally coordinate the timed movements of both robots, meaning that if 
one robot movement is affected by the environment configuration such that it will take 
longer to reach the target, this robot has to be accelerated and the other robot de-accelerated 
such that they terminate approximately simultaneously.   

4.1 Overall architecture 
The overall system architecture is depicted in fig. 4. 
 

 
Fig. 4. The overall architecture of the system. Visual acquired target position, robot position 
and other internal data are transformed onto time-varying parameters of a trajectory 
controller. An heading direction dynamics acts out at the level of the turning rate and 
generates angular velocity, . Forward velocity, v, considering timing constraints is generated 
by a timed trajectory controller. A forward kinematics model translates these velocities into the 
rotation speeds of both wheels and sent to the velocities servos of the two motors. 

At t = 0 s, the robot is resting at its initial fixed position, (xRinit, yRinit). The robot rotates in the 
spot in order to orient towards or look for the target direction, which is internally acquired 
by a visual system mounted over each robot. At time tinit, forward movement is initiated.  
Forward movement in real time is generated by a controller formulated in terms of 
nonlinear dynamical systems for dynamical variables ( h, (mi, ni)). The controller is divided 
onto two integrated architectures which act out at different levels. The dynamics of heading 
direction act out at the level of the turning rate ( h). The dynamics of driving speed (forward 
velocity) express time constraints and generate timed movement (mi, ni). Movement is 
obtained by integrating these dynamical systems. 
Each robot forward velocity is controlled such that the vehicle has a fixed time to reach the 
target. The time courses of the mi dynamical variables evolve from an initial to a final value, 



Temporal Coordination among Two Vision-Guided Vehicles:  
A Nonlinear Dynamical Systems Approach 

 

377 

yielding a timed movement with amplitude Aic. The state of the movement is represented by 
the dynamical variable, mi, which is not directly related to the spatial position of robot, but 
rather represents its temporal position. At each instant of time, the current robot position, 
calculated by dead-reckoning, is compared to the position each robot should have if no 
obstacle had been avoided. The robot velocity is dynamically controlled based on the results 
of this comparison: if the robot is farther from the target than what it should be, the robot is 
accelerated. Conversely, if the robot is closer to the target than what it should be, the robot is 
de-accelerated. 
Target and robot position are transformed onto time-varying parameters that control the 
parameters of the (mi, ni) dynamical systems that generate timed movement in real time. 
More precisely, these parameters specify the amplitude Aic of the movement, given by the 
visually detected target, current motor values and robot internal model. The inclusion of 
these feedback-loops enables online trajectory modulation. 
The two robot movements are coupled in time such that if the two movements onsets are 
not perfectly simultaneous or if their time trajectories are evolving differently (one is going 
faster/slower than the other), leading to different movement times (time it takes to reach the 
target), this coupling coordinates the two movements such that they terminate 
approximately simultaneously. 
Another velocity dynamical system assures that the system is in a stable state at all times 
and controls the forward robot velocity depending whether obstacles were detected or not.  
The rotation speeds of both wheels are computed from the angular velocity, , and the 
forward velocity, v, of the robot. The former is obtained from the dynamics of heading 
direction. The later, is given by the velocity dynamics. By simple kinematics, these velocities 
are translated into the rotation speeds of both wheels and sent to the velocity servos of the 
two motors. 

4.2 Attractor dynamics of heading direction 
The robot action of turning is generated by letting the robot's heading direction, h, 
measured relative to some allocentric reference frame, vary by making h the behavioral 
variable of a dynamical system (for a full discussion see (Schoner & Dose, 1992). This 
behavioral variable is governed by a nonlinear vector field in which task constraints 
contribute independently by modelling desired behaviors (target acquisition) as attractors 
and undesired behaviours (obstacle avoidance) as repellers of the overall behavioural 
dynamics.  
The direction tar points towards the target location from the current vehicle position relative 
to the allocentric reference frame (Fig. 5). This task is expressed by a specific value of h ( h = 

tar). The direction obs points towards the obstacle locations from the current vehicle 
position relative to the allocentric reference frame. The task of avoiding collisions with 
obstacles is expressed by the undesired behavioral state h = obs. 
The specified values tar and obs, expressing either desired or to be avoided values for the 
heading direction, h, are independent of h since they are both measured within an 
allocentric reference frame. This invariance enables the design of individual behaviors 
independently from each other. 
Integration of the target acquisition, Ftar( h) and obstacle avoidance , Fobs( h) contributions is 
achieved by adding each of them to the vector field that governs heading direction 
dynamics (Fig. 6) 
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Fig. 5. The task of moving in the (x, y) plane toward a target while avoiding obstacles. The 
heading direction, h, relative to the x-axis of the allocentric reference frame, is the 
behavioral variable which controls vehicle motion. Constraints for the dynamics of heading 
direction, h, are parameterized as particular values, tar and obs of heading direction. These 
specify the directions at which target and obstacles lie from the current position of the robot. 
Seven Infra-red sensors are mounted on the robot's periphery at an angle i relative to the 
robot reference frame. These sensors measure the distance di to objects in the direction i = 

h + i relatively to the allocentric reference frame. 

 )()()()(
hstochhtarhobs
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We add a stochastic component force, Fstoch, to ensure escape from unstable states within a 
limited time. The complete behavioral dynamics for heading direction has been 
implemented and evaluated in detail on a physical mobile robot (Bicho et al., 2000; Santos, 
2004). 
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Fig. 6. Heading direction dynamics results from the sum of target and obstacle 
contributions. This dynamics specifies the angular velocity, , of the robot. By simple 
kinematics, angular velocity and forward velocity are translated into the rotation speeds of 
both wheels and sent to the velocity servos of the two motors.  
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4.2.1 Target acquisition 
Target location, (xtarget, ytarget), is continuously extracted from visual segmented information 
acquired from the camera mounted on the top of the robot and facing in the direction of the 
driving speed. The angle tar of the target's direction as �“seen�” from the robot is: 
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where (xtarget, ytarget) and (xR, yR) are the target location and current robot position 
respectively, in the allocentric coordinate system. The latter is given by the dead-reckoning 
mechanism. (Rxtarget,Rytarget) is the target location relatively to the robot. In a real 
implementation the integrated value for robot position and heading direction has some 
error. This error comes from the fact that motor commands are not correctly executed and 
the robot does not move has much as it thinks it did. Moreover, this error is cumulative 
during time. Thus, the position estimated for the robot as well as the estimate of the heading 
direction should be calibrated with respect to the external reference frame such that the 
robot is capable of accurately reaching the target position. 
An attractive force-let is erected at the direction h = tar, specifying the position of an 
attractor in the heading direction dynamics: 

 )sin()( tarhtarhtarf  (9) 

This contribution is sinusoidal such as to reflect the requirement that the dynamics is the 
same again after the robot has made a full 360 degrees, leading to a repellor in the direction 

 tar opposite to tar. This range expresses the fact that target acquisition behavior is 
desired from any starting orientation of the robot. 

4.2.2 Obstacle avoidance 
The robot measures distance to nearby surfaces through seven infra-red sensors mounted on 
a ring centred on the robot's rotation axis. Each sensor is mounted at an angle i relative to 
the frontal direction in a reference frame fixed to the robot. Hence, relatively to the 
allocentric reference frame, each sensor looks into a direction, i = h + i (Fig. 5). 
The used strategy says that if an obstruction is detected in the direction, i, read by each of 
these sensors (i = 1, ..., 7), a virtual object was detected in that direction. A repulsive-force, 
Fobs,i, centred at i is erected for each virtual object detected and summed up for the overall 
obstacle avoidance dynamics  

 )
2

)((7

1

7

1
,

2

2

)()()( i

ih

eff ih
i

ih
i

iobshobs
 (10) 

Note that the obstacle avoidance term does not depend on the current heading direction, h. 
Only the position of the IR sensors relative to the robot's reference frame, which is fixed and 
known ( h - i = - i), is required for the heading direction dynamics. Thus, calibration of the 
robot is not important within this module. In fact, as described and discussed in previous 
work (Schoner et al., 1995; Steinhage & Schoner, 1998) using an external reference frame for 
the behavior variables does not always imply a calibration of the planning coordinate 
system. 
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The two parameters within this equation that have to be mathematically defined are: the 
strength of repulsion of each repellor, i, and the angular range, i. 
The former is a decreased function of the sensed distance, di: 
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Objects farther than 2 are repelled weakly than objects closer. The maximum repulsion 
strength of this contribution is controlled by 1 (tuned later).  
The latter, i, determines the angular range over which the force-let exerts its repulsive 
effect: 
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The first term reflects the fact that infra-red sensors cannot determine the exact position of 
an obstacle within their angular range: an obstacle is assumed to cover the entire sensor 
sector,  (= 30 degrees). 
The second term expresses the fact that a bigger robot needs a larger distance to turn away 
from an obstacle that occupies maximally the entire sensor range than a smaller robot. 

4.3 Coupling to sensorial information 
Object tracking is a crucial research issue in robot vision, especially for the applications where 
the environment is in continuous changing, like mobile robot navigation, and in applications 
that must deal with unstable grasps (Pressigout & Marchand, 2005; Taylor & Kleeman 2003). 
The most common approaches for object tracking are based on the detection of one of these 
three cues: edges, color and texture (Pressigout & Marchand, 2005; Taylor & Kleeman 2003) 
Everingham & Thomas, 2001; Zhao & Tao, 2005; Yilmaz et al., 2004).  
The first concerns the extraction of a number of features of the object, like points, lines, 
distances and models of the contours. These features allow to have fast tracking process and 
also to estimate the pose of the object. Therefore, this approach is also used in visual 
servoing systems (Pressigout & Marchand, 2005; Armstrong & Zisserman, 1995). The fact 
that this is generally based on the analysis of the gradients intensity, other approaches are 
necessary for applications with highly textured environments or objects Pressigout & 
Marchand, 2005; Shahrokni et al., 2004; Yilmaz et al., 2004). For applications where the light 
conditions are not stable or its interaction with the objects produces shadows, the edge 
based techniques are not suitable as well. 
When color is the main different characteristic of the object in relation with the environment, 
than the most suitable approaches are based on this feature. Several works can be found in 
the literature regarding the extraction of several characteristics based on different color 
spaces (Zhao & Tao, 2005; Yilmaz et al., 2004; Bradski,1998) Some works have been proved 
to be efficient for situations where the light conditions are not uniform and are changing 
during the tracking procedure (Yilmaz et al., 2004; Bradski,1998). Nevertheless, the majority 
of these algorithms are too computationally complex due to the use of color correlation, blob 
analysis and region growing.  
In the presence of highly textured objects and clutter, which produce too many irrelevant 
edges, texture segmentation techniques are recently been used. However, because texture 
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segmentation techniques require computing statistics over image patches, they tend to be 
computationally intensive and have therefore not been felt to be suitable for such purposes 
(Giebel et al., 2004; Shahrokni et al., 2004; Everingham & Thomas, 2001). 
However, robots cannot rely on the regular presence of distinctive colours, high contrast 
backgrounds or easily detected textures when tracking arbitrary objects in an unstructured 
domestic environment. As a result, individual cues only provide robust tracking under 
limited conditions as they fail to catch variations like changes of orientation and shape. 
Nevertheless, if flexibility and/or simplicity, speed and robustness are required they are a 
good option.  
In this particular application the goal is to robustly detect a color target in an unstructured, 
complex environment. Target position is acquired by simulating a camera mounted on the 
top of the robot and facing in the direction of the driving speed. We have assumed that 
target size is known and can be measured in the image. 
In our application, we have to deal with the following main computer-vision problems: (1) a 
clutter environment, including non-uniform light conditions and different objects with the 
same color pattern (distractors); (2) irregular object motion due to perspective-induced 
motion irregularities; (3) image noise and (4) a real-time performance application with high 
processing time. Some of these constraints may not be a problem in a simulated 
environment, but they will be as soon as we move on to a real application. 
The overall vision module showing outputs and information flow is depicted in fig. 7. 
 

 
Fig. 7. Vision module. 
Since the application demands a fast algorithm for color tracking, we have chosen a color 
based real-time tracker, Continuously Adaptive Mean Shift (CAMSHIFT) algorithm 
(Bradski, 1998). This algorithm deals with the described computer-vision application 
problems during its operation and has low computational cost.  
CAMSHIFT algorithm uses a search window to track the moving object, ignoring objects 
outside this search window. Also scales the search window to object size thus allowing 
different distances between the object and the camera. The color space used is the HSV, 
which is less sensitive to lighting changes. The color model is mainly based on the hue 
histogram. The block diagram of the CAMSHIFT algorithm is presented in fig. 8 and tracks 
the u, v coordinates and Area of the color blob representing the target. 
The CAMSHIFT tracks objects using a probability distribution image of the desired color. To 
do this, first, a model of the desired hue (H of the target) must be created using a 1D color 
histogram. During tracking, this H histogram is used as a lookup table to convert the pixels 
of a new image to a corresponding probability of target image. The centre and size of the 
color object are found via the convergence algorithm operating on the color probability 
image. The current size and location of the tracked object are reported and used to set the 
size and location of the search window in the next video image. The process is then repeated 
for continuous tracking. The calculus of color probability distribution for the new image will 
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be restricted to a smaller image region surrounding the current CAMSHIFT window. This 
results in large computational savings. 
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Fig. 8. Block diagram of CAMSHIFT algorithm. 

The HSV color space presents some problems, specifically when brightness is low. In this 
case, saturation is also low and then hue values become instable. To overcome this problem, 
hue that has very low corresponding brightness values must be ignored. For very low 
saturation values, hue is not defined and the corresponding pixels must be ignored. 
CAMSHIFT tracks the u, v image coordinates and the area of the color blob representing the 
object. To convert the blob coordinates in pixels to camera coordinates, the camera Pinhole 
model was used, which estimates the rays going from point C (projection center) through 
the image point m=(u,v) and through the world point M=(X,Y,Z), fig 9.  
In this model, for a still image, a world point (X,Y,Z) in the camera frame is projected to an 
image point (u,v), which can be obtained using the perspective transformation as follows: 
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where x�’ = X/Z, y�’ = Y/Z; (cx,cy) are the u and v coordinates of the principal point C in pixel 
units (optical center of the image, fig. 9) and fx, fy are focal lengths expressed in pixel units. 
fx=f/Px and fy=f/Py, where Px and Py are the width and height of the pixels. s factor reflects 
the pixel drift of the rectangular form. For most cameras the pixels are almost perfectly 
rectangular and thus s is very close to zero.  
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Fig. 9. Camera Pinhole representation, to estimates the rays going from point C (projection 
center) through the image point m=(u,v) and through the world point M=(X,Y,Z).  

The matrix defined by these parameters is called the camera matrix, or the matrix of intrinsic 
parameters. In order to have in consideration the radial and tangential distortion of the real 
lens, the model is extended as follows: 
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where k1, k2 and k3 are radial distortion coefficients and p1, p2 are tangential distortion 
coefficients. These coefficients do not depend on the scene viewed, thus they are also 
considered as intrinsic camera parameters.  
The Vision module calculates the world X and Y coordinates in the camera frame in mm for 
image points of the target centre using the distance of Z value, which is proportional to the 
Area given by the CAMSHIFT algorithm. The coordinates in the camera frame are 
transformed to the allocentric reference frame by a simple rotation around the X axis.  
The same camera model was used for the simulation in Webots (Michel, 2004), but with 
different intrinsic parameters. In Webots, an ideal camera was considered. 
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Herein, we illustrate two real applications of this algorithm to a real, clutter environment. 
Fig.10a shows the result of this algorithm in the presence of a distractor element. In Fig. 10b 
the incident illumination as been increased by a factor of 1.5. In both situations, the 
algorithm is able to track the target. 
 

 
a)    b) 

Fig. 10. Application of the CAMSHIFT algorithm to real, clutter environment. a) Presence of 
a distractor element. b) variations in lighting conditions. 

To simulate sensor noise (which can be substantial if such optical measures are extracted 
from image sequences), we added either white or colored noise to the image coordinates. 
Here we show simulations that used coloured noise, , generated from  

 gwnQ
corr

1  (19) 

where gwn is gaussian white noise with zero mean and unit variance, so that Q = 5 is the 
effective variance. The correlation time, corr, was chosen as 0.2 s. 

4.4 Behavior specifications 
Herein, the time, t, visual acquired sensory information, proprioceptive data and the robot 
internal model, fully control the neural dynamics through the quasi-boolean parameters. 
The sequence of neural switches is generated by translating sensory conditions and logical 
constraints into values for these parameters. 
The competitive advantage of the initial postural state is controlled by the parameter binit. 
This parameter must be �“on�” (= 1) when either of the following is true: (1) time, t, is bellow 
the initial time, tinit, set by the user (t < tinit); (2) dynamical variable mi is close to the initial 
state 0 ( )( icolosemm mb

initi
 and time exceeds tinit (t > tinit) and target has not been reached. 

We consider that the target has not been reached when the distance, dtar, from the actual 
robot position (as internally calculated through dead-reckoning) and the (xtarget, ytarget) 
position is higher than a specified value, dmargin. This logical condition is expressed by the 
quasi-boolean factor, )()( margintartarhedtargethasnotreacm dddb

i
, where (.) is a sigmoid function 

that ranges from 0 for negative argument to 1 for positive argument, chosen here as  

 2/1)10tanh()( xx  (20) 
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although any other functional form will work as well. Note that this switch is driven from 
the sensed actual position of the robot. 
The factor )15.0()( iicicolosemm mAmb

initi
 has values close to one while the dynamical 

variable mi is bellow 0.15Aic and switches to values close to zero elsewhere. Aic is the final 
postural state, but it is also the periodic motion amplitude which is updated based on the 
robot internal model, visual sensory information and the system internal state.  
An additional problem arises here, however. Consider that the target position in i 
coordinate system (x or y) is close to robot position previous to movement initiation. In such 
case, a small amplitude for the corresponding periodic motion results and is dominated by 
((xR �– xRinit) - mx), meaning that the attractor shifts randomly. This is specially notorious 
when the system is in the initial postural state. The main drawback is that the periodic 
motion is not deactivated since the logical condition to do it is dependent on the percentage 
of a small value. The proposed solution is to algorithmically turn off the i periodic motion 
update, Aic, once this changes sign relatively to the previous update and the corresponding 
dynamical system is in the initial postural state. Another possible solution is to replace the 
criterion used on 

initicolosemmb  logical condition by a criterion based on absolute distances to the 

initial postural state. 
These logical conditions are expressed through the mathematical function: 

 tartargetreachednothasminitimcloseminitinit dbttmbttb
iiniti

11  (21) 

A similar analysis derives the bhopf parameter which controls the competitive advantage of 
the oscillatory state. bhopf parameter must be on (= 1) when none of the following is false: (1)  
time, t, exceeds tinit (t  tinit); (2.) dynamical variable mi is not close to the final postural state 

))(.( inotcolosemmic mbA
finali

; and target has not been reached ( )(db hedtargethasnotreacmi
); and the update of 

the i periodic motion has not been algorithmically turned off )(
icupdateAb . 

The factor )()( critswitchinotcolosemm ddmb
finali

 is specified based on absolute values, where 

dswitch represents the distance between mi and the final postural state, Aic. If the distance, 
dswitch, is bellow a specified value, dcrit, which is tuned empirically, this factor has values close 
to one. If this factor was not specified based on an absolute distance to the final postural 
state but rather was defined based on a percentage of this state, such as 0.95 Aic, the same 
error as that described in factor )( icolosemm mb

initi
 would apply. 

The mathematical equation that yields these results is: 
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Analogously, bfinal, which controls the competitive advantage of the final postural state, can 
be derived from a similar analysis. bfinal parameter must be �“on�” (= 1) when time, t, exceeds 
tinit (t  tinit) and either of the following is true: (1) dynamical variable mi is close to the final 
postural state )))(.(( inotcolosemmic mbA

finali
; (2) target has been reached ))(( db getreachedtarmi

; (3)  mi is 

not close to the initial postural state zero ))(( inotcolosemm mb
finali

 and (4)  the update of the i 

periodic motion has been algorithmically turned off. 

 
icfinaliifinali Aupdateimclosenotmtartargetreachedmimclosenotminitfinal bmbdbmbttb 1  (23) 
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4.5 Velocity 
The system is designed such that the planning variable is in or near a resulting attractor of 
the dynamical system most of the time. If we control the driving velocity, v, of the vehicle, 
the system is able to track the moving attractor.  Robot velocity must depend on the 
behaviour exhibited by the robot, depending whether or not obstacles are detected for the 
current heading direction value.  
In case an obstacle has been detected, velocity is set as Vobs, which is computed as a function 
of the current distance to the obstacle (Bicho et al., 2000) such that good tracking of the 
attractor's movement is achieved: 

 ,maxdVobs  (24) 

where max represents the maximal rate of shift of the fixed points and is a design parameter. 
In case no obstacle has been detected, velocity is set as Vtiming:  

 22
yxtiming mmV  (25) 

where mx, my are given by (Eq. 1). The path velocity, Vtiming, of the vehicle is thus controlled 
through the described dynamical system architecture that generates timed trajectories. 
Velocity is imposed by a dynamics equal to that described by (Bicho et al., 2000). 
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If heading direction, h, is currently in a repulsion zone of sufficient strength, i, a strong 
obstacle contribution is present: cobs > 0 and ctiming = 0 is required. In such case, this potential 
functional has positive values. If no obstacles are present or repulsion is weak for the 
current heading direction value, the above potential has negative values and cobs = 0, ctiming > 
0 is required.  For further details regarding this dynamics or the above equations refer to 
(Bicho et al., 2000). 
In the following, we briefly explain the dynamic architecture behavior of each robot that 
generates a timed movement from the robot resting position to a target location. At t = 0 s 
the robot is resting at its initial fixed position, (xRinit, yRinit). The robot rotates in the spot in 
order to orient towards or look for the target direction. At time tinit, the quasi-boolean for 
motion, bhopf, becomes one, triggering activation of the corresponding neuron, uhopf, and 
timed forward movement initiation. Amplitude of periodic motion is set as the distance 
between the origin of the fixed frame (same as robot position before movement initiation) 
and target location.  
During periodic movement and at each instant of time, amplitude of i periodic motion is set 
as the difference between the target location and the error term between the calculated robot 
position and the dynamical mi variable. If positive, this error term means the robot is ahead 
the position it should be if no obstacle had been circumnavigated, and the vehicle must be 
de-accelerated. If negative, this error term means the robot is behind the position it should 
be if no obstacle had been circumnavigated, and the vehicle must be accelerated. Robot i 
velocity is controlled according to this update. However, in the presence of obstacle 
contributions, the obstacle term dominates and velocity is set according to the distance to 
the obstacle (the maximal rate of shift of the fixed point is a design parameter). 
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The periodic solution is deactivated again when the x vehicle position comes into the 
vicinity of Aic, and the final postural state (which equals Aic) is turned on instead (neurons 
|uhopf,i| = 0; |ufinal,i| = 1). At this moment in time, the i periodic motion is no longer updated. 
The same behavior applies for the dynamical systems defined for the y spatial coordinate. 
We want to assure that the velocity is already with the desired values, (Vtiming or Vobs), before 
the fixed points, ( tar, obs), change again. The desired velocity, Vobs or Vtiming, must be 
constant from the velocity dynamics point of view. Thus, the velocity dynamics must be 
faster than each of the individual contributions of the heading direction dynamics. Note that 
the velocity variable is also coupled to the timing dynamics since Vtiming is set dependent on 
the current mi dynamical variable which is in turn dependent on the heading direction 
variable. 
The following hierarchy of relaxation rates ensures that the system relaxes to the stable 
solutions, obstacle avoidance has precedence over target acquisition and target achievement 
is performed in time 

 tarobstartimingvobsvobsv ,, ,,,  (27) 

5. Experimental results 
The dynamic architecture was simulated in Matlab/Simulink (product of the 
MATHWORKS company) and in webots (Michel, 2004). This simulator is based on ODE, an 
open source physics engine for simulating 3D rigid body dynamics. Each vehicle has seven 
infrared sensors equidistantly mounted on a ring on the robot's periphery, used to measure 
distance to surfaces at the height of the ring. The model of the robots are as close to the real 
robots as the simulation enable us to be. Thus, we simulate the exact kinematic equations, 
mass distributions, infra-red sensor and the visual system. The dynamics of heading 
direction, timing, competitive neural, path velocity and dead-reckoning equations are 
numerically integrated using the Euler method with fixed time step. The cycle time is 70 ms 
and MT is 10s. 
The initial heading direction is 90 degrees. Forward movement initiation is triggered by an 
initial time set by the user, tinit = 3s, and not from sensed sensorial information. Sensed 
obstacles do not block vision. In case the target is not currently in the limited viewing angle 
of the camera but has been previously seen, we algorithmically update the previous target 
location based on dead-reckoning information. 
The rotation speeds of both wheels are computed from the angular velocity, w, and the path 
velocity, v of the robot. The former is obtained from the dynamics of heading direction. The 
later, as obtained from the velocity dynamics is specified either by obstacle avoidance 
contribution or by Vtiming (eq. 25). By simple kinematics, these velocities are translated into 
the rotation speeds of both wheels and sent to the velocity servos of the two motors. 
In order to verify if temporal coordination among the two robot movements is achieved we 
have performed several simulations. Herein, due to space constraints, we illustrate two 
exemplary simulations. 
During its path towards the target, robot 2 is faced with an obstacle which it must 
circumnavigate (Fig. 11). This obstacle does not interfere with the robot 1 movement 
towards the target. Fig. 12 illustrates the robot motions and time stamps of these trajectories. 
The target (ball) is depicted by a light circle. Small crosses around ball position indicate ball 



 Computer Vision 

 

388 

position as acquired by the vision systems. The robot paths are indicated by lines formed by 
crosses. The interval between two consecutive crosses indicates the robot's path velocity 
since the time acquisition interval is constant: the smaller the velocity the closer the points. 
When the obstacle is no longer detected for the current heading direction, at t = 9.1s, robot 2 
is strongly accelerated in order to compensate for the object circumnavigation. 
 

 
Fig. 11. Webots scenario of experiment 1. 

 
Fig. 12. The simulated robot timed trajectories for reaching the ball. 

Robot velocities are depicted in Fig. 13. v represents forward velocity of the robot. vtiming and 
vobs represent velocity imposed by the discussed dynamical architecture and velocity 
imposed in case an obstacle is detected, respectively. 
The proposed dynamic architecture without coupling (c = 0 in eq. 2) is similar to work 
presented in (Santos, 2004), where results have shown that robot velocity is controlled such 
that the target is reached in an approximately constant time (MT = 10s) independently of the 
environment configuration and of the distance to the target. 
The introduction of a coupling of this form tends to synchronize movement in the two 
robots. Thus, when x and/or y movement of robot 2 is affected by the environment 
configuration such that its periodic motion amplitude is increased, robot 1 movement is 
coordinated through coupling such that movements of both robots terminate 
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simultaneously. This results in delayed simultaneous switch, around t = 12.8 s, among Hopf 
and final contributions for x and y dynamical systems of both robots (see Fig. 14). Note that 
synchronization only exists when both dynamical systems exhibit periodic motion. 
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Fig. 13. Velocity variables for robot 1 and 2 for the simulation run depicted in Fig.12. 
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Fig. 14. u neural variables for x (top) and y (bottom) coordinate dynamical systems of both 
robots. 
Coupling two such dynamical systems removes the need to compute exactly identical 
movement times for two robot movements that must be temporally coordinated.  Even if 
there is a discrepancy in the movement time programmed by the parameter, , of the Hopf 
dynamics (which corresponds to larger MTs due to complex environment configurations), 
coupling generates identical effective movement times. 
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One interesting aspect is that since the velocities applied to the robots are different 
depending if there is coupling or not, this results in slightly different qualitative paths 
followed by the robot. 
Fig. 15 represents the Webots scenario and fig. 16 illustrates the robot motions and time 
stamps of these trajectories towards the target, when both robots are faced with obstacles 
which they must circumnavigate. These circumnavigations lead to different movement 
times for both robots. Further, movements on-sets are set differently: robot 1 starts its 
movement at tinit = 3 s and robot 2 starts its movement at tinit = 1.5s. 
The coupling coordinates the two movements such that they terminate approximately 
simultaneously (see Fig. 17). 
 

 
Fig. 15. Webots scenario of experiment 2. 

 
Fig. 16. A simulation run when movement on-sets are set differently for each robot. Object 
circumnavigation leads to different movement times for each robot. 
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Fig. 17. u neural variables for simulation run depicted in Fig. 16. 

6. Conclusion/ outlook 
In this article, an attractor based dynamics autonomously generated temporally discrete 
and coordinated movements. The task was to temporally coordinate the timed 
movements of two low-level vehicles, which must navigate in a simulated non-structured 
environment while being capable of reaching a target within a certain time independently 
of the environment configuration. Movement termination was entirely sensor driven and 
autonomous sequence generation was stably adapted to changing unreliable simulated 
visual sensory information.  We applied autonomous differential equations to formulate 
two integrated dynamical architectures which act out at the heading direction and driving 
speed levels of each robot. Each robot velocity is controlled by a dynamical systems 
architecture based on previous work (Santos, 2004), which generates timed trajectories. 
Temporal coordination of the two robots is enabled through the coupling among these 
architectures. 
Results enable to positively answer to the two questions addressed in the introduction. The 
former asked if synchronization among two vehicles can be achieved when we apply 
temporal coordination among dofs. Results illustrate the dynamic architecture robustness 
and show that such a coupling tends to synchronize movement in the two robots, a 
tendency captured in terms of relative timing of robots movements.  
The later question asked if the applied approach provides a theoretically based way of 
tuning the movement parameters such that it is possible to account for relationships among 
these. Results show that the coupled dynamics enable synchronization of the robots 
providing an independence relatively to the specification of their individual movement 
parameters, such as movement time, movement extent, etc. This synchronization reduces 
computational requirements for determining identical movement parameters across robots. 

1

1

1

0 2 4 6 8 10 12 14 16

1

Robot 1

Robot 2

Robot 1

Robot 2

coupled

uncoupled
coupled

coupled

uncoupled
coupled

uncoupleduncoupleduncoupleduncoupled

uncoupled

Time (s)



 Computer Vision 

 

392 

From the view point of engineering applications, the inherent advantages are huge, since the 
control system is released from the task of recalculating the movement parameters of the 
different components. 
Currently, we are implementing this approach in two real wheeled vehicles which will 
allow to validate the proposed approach to coordination. We believe that due to the 
controller intrinsic properties communication issues such as delay will not be a major 
problem. Further, we are developing an higher dynamical system level which will 
implement the turning off and on of the timing control. 
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1. Introduction 
Machine vision in its common definition is a possibility of a machine (by sensing means and 
computer mathematic processing consecutively) to obtain an information about 
surrounding environment for further analytical treatment. 
According to this common definition we can unite in a general classification various, 
sometimes quite different by its principle, technical systems. 
These classification tables can be represented on the base of two different approaches: 1) 
practical causes (Soini, 2001) for necessity to �“see surrounding environment�”, and 2) 
technical principle and means using for this task solution. 
According to the common definition any complete Machine vision system combines two 
components: technical means (or hardware) and information processing mathematics and 
algorithm (or software). However, the various software analyses is not expedient in view of 
variety of mathematical methods and their object focused applications in each case 
(Mordohai & Medioni, 2006); and finally can�’t give clearer problem understanding. 
We are now observing a rapid growth of 3D software and hardware capabilities for 
mainstream PCs, and 3D graphics accelerator boards with processing capabilities of roughly 
millions polygons per second are becoming commonplace (Petrov et al., 1998). At the same 
time, dynamic level-of-detail algorithms�—built into standard 3D software packages�— offer 
considerable acceleration of model viewing and progressive loading and transmission of 3D 
models. Despite the fast growth of computer 3D visualization capabilities, until recently 
data input technology has remained unchanged. 
So, in our research for better understanding what is Machine vision, what is its modern 
state, which practical and technical tasks it decide, and which objective limitations and open 
problems recently it have, we�’ll based on the two mentioned above approaches. 
In a part of practical reasons, which caused for necessity to develop Machine (or computer) 
vision concept, can be mentioned: 
- security problems in static/dynamic image analysis in perimeter/volume protection 

(motion/dangerous object detection); (Chellappa et al., 2005),  (Itti & Baldi, 2005) 
- analysis of short/long term deformation of important engineering structures (more 

commonly known as �‘structural health monitoring�’ or SHM); (Athavale et al., 1990), 
(Allen et al., 2005), (Mallet et al., 2004), (Tyrsa et al., 2004), (Ohno et al., 2002), (Benedetti 
et al., 2004), (Slob  & Hack, 2004), (Stewart  & Tsakiri, 2002), (Liwen Dai et al., 2002)  
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- surface digital mapping and micro-surface analysis; (Winkelbach et al., 2006), (Slob  & 
Hack, 2004), (Tunstel, 1995), (Vang et al., 2000), (Peng-Hsiang Weng & Fu-Jen Kao, 
2004) 

- automatic navigation of robot in unknown scene (Tunstel, 1995), (Diosi  & Kleeman, 
2005),  (França et al, 2005), (Ibeanusi et al, 1999), (Chaumette  & Hutchinson, 2006), 
(Surmann  et al,  2003), (Kee  et al, 2008), (Hada  & Takase, 2001)  

In a part of technical principle and means Machine vision system can be classified to: 
- camera (or �“stereo camera�”) principle with further image analysis algorithms; 

(Chellappa et al., 2005),  (Itti & Baldi, 2005), (Selectes papers on CCD and CMOS 
imadges, 2003),  (Lavelle et al.,  2004)  

- 2D-3D image reconstruction techniques (most frequently - 3D laser scanning on 
triangulation principle); (Tyrsa et al.,  2004), (Peng-Hsiang Weng & Fu-Jen Kao, 2004), 
(França et al, 2005), (Surmann  et al,  2003), (Lavelle et al.,  2004), (Handbook of Optical and 
Laser Scanning, (2004),  (Forman  & Parry, 2001),  (Pierce et al., 1992), (Lichti et al., 2000), 
(Petrov et al., 1998) 

- terrestrial laser total stations, or airborne laser scanners; (Slob  & Hack, 2004), 
(Baltsavias, b, 1999),  (Baltsavias, a, 1999), (Wehr & Lohr  U, 1999) 

- obstacle detection y description techniques, based on signal �“time-of-flight�”(radar, 
lidar, sonar, rangefinders or UWB technologies); (Vang et al, 2000), (Pierce et al.,  1992), 
(Yu et al., 2008) 

- GPS-based systems for objects surface reconstruction; (Kee et al., 2008), (Stewart, & 
Tsakiri, 2002), (Hada  & Takase, 2001), (Liwen Dai et al., 2002) 

- combined systems, which use a certain combination of mentioned above basic means 
for increase total system resolution and noise robustness (Ohno et al., 2002), (Benedetti 
et al.,  2004), (Lavelle et al., 2004), (Retscher, 2007), (Liu et al., 2006). 

The goal of our work is to compare several of mentioned approaches to Machine vision 
design, compare their advantages over each other, and the most principal limitations for 
practical application. 
In general, variety of practical applications which strongly requires the technical vision 
device it is just a confirmation of an actuality and high importance of a new technical vision 
methods development. 
However, sometimes very different practical tasks use very similar techniques for practical 
task solution. And it has a different level of success. Because of various practical limitation 
and specific requirements which appears in each unique case. So, the key parameter for to 
analyze different technical principle for machine vision system design is a basic technical 
device for task solution. 

2. Approaches to machine vision design 
More attentive analysis of the mentioned above technical principle and means list permit us 
to make a simplified conclusion. There are four completely distinct technical approaches to 
technical vision device design. More truly, if to be rigorous in definitions, three relatively 
independent methods, and the fourth group which cannot be an independent basis for 
creation of the device, but possesses such important advantages, that at use of other 
methods it is not to forget about them, and it is desirable to use actively them as auxiliary 
means. 
These four groups are: 
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 camera methods; 
 laser scanning systems; 
 GPS-based methods; 
 numerous rangefinder devices (radar-, sonar- , laser-principle, etc.) 

As evident the last one cannot be an independent basis for creation of the complete Machine 
vision system. Because of its physical nature this system it is only capable to estimate the 
distance to �“averaged object�”, but not reconstruct its surface point-by-point.  
Let us carefully review all mentioned principles of Machine vision design for establish their 
strong and weak points. 

2.1 Camera based machine vision 
The machine vision system includes (Selectes papers on CCD and CMOS images, 2003) a 
stereo TV camera assembly and a processing unit. It detects obstacles in real time within its 
field of view in a range from 5 m to 50 m ahead of the vehicle with a viewing angle of 40 
degrees. The cameras are arranged vertically at the front part of the vehicle. The system 
locates obstacles in the trapezoidal field of view. The scanning of each camera is 
synchronized and the processing unit uses hard-wired logic instead of a programmable 
device in order to realize high speed processing of video signals from the cameras. The 
principle of the obstacle detection is parallax. When two images from both of the cameras 
are compared, the two images of an obstacle are identical except the positions in the frames. 
On the other hand each image of figures on the ground differs due to the positions of the 
cameras. Fig. 1 illustrates the principle of the obstacle detection. 
 

 
Fig. 1. The principle of the real time obstacle detection 

The video signals are differentiated regarding time and the signals are shaped to obtain 
pulses that correspond to edges in the images. Each time interval of the pulses from each 
cameras, (signal 1 and signal 2 in Fig. l), discriminates an obstacle from a figure on a road. 
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An obstacle generates same time intervals, but a figure on a road generates different time 
intervals. The cameras have to be, thus, synchronized with each other, and have to employ 
vertical and progressive scanning techniques. The position of a scanning line corresponds to 
the direction to the obstacle, and the point where the optical axes of the cameras are crossing 
indicates the distance to the obstacle. Delaying of one of the signals from the TV cameras is 
equivalent IO rotation of the optical axis of the camera. Thus, varying the delay time enables 
us to detect obstacles at other locations. For enlargement of the field of view and detection of 
obstacle:; in the two-dimensional field of view during one scanning period, parallel 
processing with 16 kinds of delay time is employed, which yields the field of view of 16 
zones arranged longitudinally at intervals of 1 m. Time required to detect obstacles is 35.6 
ms, which consists of 33.3 ms of scanning OF one frame and 2.3 ms of processing to detect 
and locate obstacles. Fig. 2 shows an example of the obstacle detection. The guardrail is 
identified as a series of obstacles that are indicated by black elements in the figure at the 
bottom. Since the system had no measures against brightness, shadows, and shades, the 
operating condition was restricted. 
 

 
 

Fig. 2. The obstacle detection: a road scene (top) and obstacles in the scene (bottom) 
(Sadayuki Tsugawa, 1994) 

In a basis of any camera method it is the principle of the human volumetric vision, capable 
to reconstruct a 3-dimensional picture and approximately estimate distances up to the 
objects within scene. That is in other words, stereovision. 
Any stereovision technical system is approach to a multicamera system. In the elementary 
case under consideration it is two cameras system. If a stereovision system (Chaumette & 
Hutchinson, 2006) is used, and a 3-D point is visible in both left and right images (see Figure 
3), it is possible to use as visual features s (vector s contains the desired values of the 
scene/features): 
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Fig. 3.  A stereovision system 

s = xs = (xl, xr) = (xl, y l, xr, yr), 
i.e., to represent the point by just stacking in s the x and y coordinates of the observed point 
in the left and right images. 
For a 3-D point with coordinates X = (X,Y,Z) in the camera frame, which projects in two 
images as a 2-D point with coordinates x = (x, y), we have (Chaumette & Hutchinson, 2006): 

f,)/ v c - (v  Y/Z y 
 f)/ u c -(u    /ZX x 

 
(1) 

where image measurements matrix m = (u, v) gives the coordinates of the image point 
expressed in pixel units, and a = (c u, c v , f, ) is the set of camera intrinsic parameters: c u 
and c v are the coordinates of the principal point, f is the focal length, and  is the ratio of the 
pixel dimensions. In this case, we take s = x = (x, y), the image plane coordinates of the 
point. 
Taking the time derivative of the projection equations (1), we obtain the result which can be 
written in general form  

 X = Lx Vc, (2) 

where Vc is a spatial velocity of the camera be denoted by vc = (vc, c ), (with vc the 
instantaneous linear velocity of the origin of the camera frame and c the instantaneous 
angular velocity of the camera frame) and the interaction matrix Lx  (we consider here the 
case of controlling the motion of a camera with six degrees of freedom) related to x is 
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Lx is an interaction matrix related to s, or feature Jacobian. In the matrix Lx, the value Z is the 
depth of the point relative to the camera frame. Therefore, any control scheme that uses this 
form of the interaction matrix must estimate or approximate the value of Z. Similarly 
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(Chaumette & Hutchinson, 2006), the camera intrinsic parameters are involved in the 
computation of x and y. 
Let us analyze this basic �“camera method�” parameters regard to equations (1)-(3). 
1. Focal distance f in (1), as well as the set of camera intrinsic parameters, shows us that 

camera uncertainty is strongly related to fabrication imperfections for each unique 
camera. And, hence the absolute value of this camera uncertainty is rising sufficiently 
with scene depth increase (proportionally to 1f, 2f �… nf). 

2. Vc in (2), which is camera velocity, shows us that any camera method error strongly 
related to any own camera motions. And, taking to account an arbitrary character of 
camera self-motions and consequently instant vector Vc direction, it is very difficult to 
estimate real camera uncertainty. 

3. Depth Z in (3) shows for components (1;1), (2;2) (2;3) for example, that method 
resolution and reasonable operating rate are strongly limited by own theory. 

These reasons permits us to understand exactly clear a principal limitations for any practical 
application of camera based technical vision method. They are very critical for practical 
using in any application with self-moving camera positioning, are extremely sensible to any 
vibration and dynamic shocks. Moreover, in spite of significant achievements of camera 
technologies in last ten years, it still exist a possibility of �“camera error�”, i.e. when one 
typical object image is assigned with typical properties of another. And this possibility is 
proportionally increased with distance growth. Finally, camera methods application is 
naturally limited with distances up to 50 m. 

2.2 Laser principle based machine vision systems 
Modern laser sensor technologies have made fast and accurate 3-D data acquisition possible 
as evidence by several commercialized 3-D laser sensors (Tyrsa et al., 2004), (Peng-Hsiang 
Weng & Fu-Jen Kao, 2004), (Diosi  & Kleeman, 2005),  (França et al., 2005),  (Surmann et al., 
2003), (Lavelle et al., 2004), (Handbook of Optical and Laser Scanning,  2004),  (Forman & 
Parry, 2001),  (Pierce et al., 1992),  (Lichti et al., 2000),  (Petrov et al., 1998).  Other than some 
existing 3-D technologies based on CCD 2-D image reconstruction, these 3-D sensors are 
based on laser scanning and geometric methodologies such as triangulation (Petrov et al., 
1998), (Tyrsa et al., 2006, a), (Tyrsa et al., 2006, b), (Rivas et al., 2008) and have achieved more 
and more attentions in machine vision application due to its robustness and simplicity. 
However, to expand functional application of these laser sensors, powerful algorithm add-
on is still needed to effectively process measured data from them, normally depending on 
individual application case. 
Laser triangulation principle (Handbook of Optical and Laser Scanning, 2004) in general can 
be based on two schemes represented in Fig 4 (a and b). The first one uses a fixed angle of 
emission and variable distance; the second one, on the contrary, fixed triangulation base and 
variable scanning angle. 
The first one works as follows. 
A laser beam is projected onto the measurement surface (Fig. 4, a), where it is scattered from 
the surface and its image is detected by an optical detector, usually a CCD camera. By using 
a suitable angular arrangement between the laser and sensor positions, the detected location 
of the laser spot on the image plane produces an accurate measurement of the distance 
between the sensor and the surface. Therefore, the profile of a surface can be measured by 
using laser triangulation. The laser beam is made to scan across the surface of the object. The 
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range data at each location is calculated according to its position within the image plane so 
that the whole 3-dimensional profile of the surface can be obtained. The positioning of the 
laser beam is normally controlled by an adjustable mirror system, which is able to change 
the angular direction of the laser beam over a 2-dimensional plane. 
 

 
a) 

 
b) 

Fig. 4.  Two principles of laser triangulation (a �– �“with fixed angle of emission�”; b - �“with 
fixed triangulation distance�”, consists of a laser dot or line generator and a 1D or 2D sensor 
located at a triangulation distance from the light source (Petrov et al., 1998). Optionally, the 
laser light can be steered by a motor) 
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A second one basic triangulation scheme (Fig. 4, b) is an active optical triangulation 3D 
digitizing systems, which visualize real-life objects. These active optical systems provide 
photorealistic representations of shapes and textures with reasonable speed. Figure 4,b 
shows a simple diagram of a triangulation scanner. The laser beam�—reflected from a 
mirror�—is projected on the object. The diffusely reflected light is collected by the sensor, 
which is a linear array if a laser dot is projected or a 2D matrix (typically a charge coupled 
device camera) if laser stripes are projected. 
The laser positioning circuitry controls the angle  and is known. The angle  is determined 
in the sensor measurements if the focal length f and the detector pixel size are given. The 
triangulation distance�—the distance between the sensor and the mirror�—is also known.  
As Figure 4, b shows, since all geometric parameters are known, the x, y, z coordinates of the 
point on the object can be computed in a trigonometric fashion. If a single laser dot is 
projected, the system measures the coordinates of just one point of the object. When a laser 
stripe is projected, all points along the stripe are digitized. The basic triangulation scheme 
can be enhanced to improve the optical quality and depth of field (see www.vit.iit.nrc.ca for 
several good examples). The modifications, however, require custom-manufactured 
components and are relevant mostly for scanners used in high-accuracy reverse engineering 
tasks. In general, any other kind of structured light can replace the laser dot or stripe. For 
example, several dots or laser stripes can be projected. However, if the system projects 
multiple patterns, it�’s difficult to identify individual elements. If, say, two stripes are 
projected, then the image processing software must separate the first and second lines. 
Solutions to the identification problem include using a sequence of different colored stripes. 
Such schemes typically become sensitive to ambient light, as we�’ll discuss later. 
The most well-known optical triangulation 3D scanner is the one developed by Cyberware 
of Monterey, California. This legendary scanner was used by a generation of computer 
scientists. The company has maintained essentially the same product line for more than 10 
years. Cyberware products can capture photorealistic images of a range of objects�—from 
apple-size models to fullsize human bodies. The scanner head contains a laserline generator, 
a system of mirrors, and black-and-white and color video cameras. Scanning occurs by 
moving the object on a rotation and translation platform, or by moving the sensor around 
the object in a circular motion. In the basic Cyberware scanner model, a system of mirrors 
collects laser light from left and right triangulation paths relative to the laser. This scheme 
helps avoid shadows in the scans caused by the triangulation angle. However, it imposes 
strict requirements on the optical assembly�’s quality and the system�’s calibration, and 
increases the scanner�’s size. The scanners are complex, not portable, and prohibitively 
expensive for many applications. One version, the full-body scanner, digitizes a complete 
human body as a combination of four scans in about 17 seconds. Each scan has 250 × 1000 
points of resolution. The four scans can be glued using commercial software packages 
(Petrov et al., 1998). 
Another typical method for laser scanners is a Circular laser scanning vision sensor for 
detecting position of singular points (Tao Dai et al., 2005). Usually it called data acquisition 
device-circular scanning sensor (CSS). By singular point in this case we mean small convex 
or concave points deviated from smooth surface manifold, caused by either faulty or normal 
production/machining. The platform for this devise features a three degree of freedom 
(hence, accommodate 3-D) motion control through a processor, three servo motors and a 
circular scanning sensor (CSS), as well as a computing system. An emulated head is 
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attached rigidly with CSS to indicate the tracking and focusing actions. The circular 
scanning sensor (CSS) (Figure 5), with embedded data acquisition device, is a laser scanning 
multi-axis machine vision device which produces 3-D data sequences of a target work piece 
for reconstruction of geometry characteristics. 
 

           
Fig.5.  A Laser Circular Scanning Sensor and illustration of Circular Scanning Principle 

The CSS and the emulated head are driven by three servo motors to generate 3-D (x, y, z-
axis) motion: arbitrary planar scanning route, up and down motion. The main emulated 
head could track any 3-d singular point on the surface of the work piece while conducting 
scanning and concentrate on it at specified focusing distance. 
The motors are controlled by a central processor which receives location information of 
singular points from a PC system. The loop is then closed by feedbacking 3-D geometric 
data of target points acquired by the CSS to the PC system which processes the data 
sequence continuously using DMA based algorithm (Fig. 6.) to return the location 
information of singular points, if any, on the surface of work pieces. 
 

 
Fig. 6. Flow-Chart of DMA Based Operating Algorithm 
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For central laser scanning sensor, scanned data is obtained in sequence: 

 Xi = [x0, x2, · · · , xN 1], i= 1, 2, · · · , (4) 

where Xi indicates the i  th data sequence captured and N is the number of scanning times 
called the depth of the data sequence. This data sequence could represent data piece 
acquired by one sensor in different pre-set time period or by multiple sensors at same time. 
For example, a line or circular scanning laser sensor generates a geometric data sequence of 
objects in one scanning cycle. For circular scanned data is considered, hence the depth N is 
also the scanning cycle period. An example of a 1-D real circular scanning data cycle is 
illustrated in Figure 7, which is conducted, for example, on a horizontally flat iron plate 
placed on a table. 

 
Fig. 7. A 1-D Circular Scanning Data Cycle 
In ideal case, one would expect scanned data yields a horizontal line. However, this hardly 
happens in reality. Instead, as Figure 7 shows, a pseudo-sinusoid shape is presented 
reflecting either unevenness of plate surface or table leaning, or both. In the case that there is 
a hole-like singular point, caused by either normal or faulty machining, on the surface, the 
scanned data would normally reflect that point with a peak significantly deviated from the 
profile, unlike small peaks around the profile induced by noise. Such an example with a 
hole of depth 0.4 mm at the 100th pixel is shown in Figure 8 (1-D circular scanning data). 
From these two examples, it is clear that two major tasks have to be performed in order for 
us to obtain accurate information of targets from laser scanned data: reduction of effect of 
noise on the measurement and detection of singular peak. 
This method even it is a laser scanner practically is similar to 3-D technologies based on 2-D 
image reconstruction and posses all weak points, which are mentioned for these group of 
methods. 
For static object shape monitoring also possible to use a multi-beam laser triangulation (Noll 
& Krauhausen, 2003) up to more than 120 laser beams are used to simultaneously measure 
geometric features of moving products such as e.g. the thickness, profile or surface 
topology. The laser beams form a series of measuring points or lines on the object surface. 
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Fig. 8. A 1-D Circular Scanning Data Cycle with a Singular Point 

By temporal modulation of the pulse width of the laser diodes and control of the exposure 

time of the CCD or CMOS detectors a dynamic range of more than 4101 (without 
considering the dynamic range of the detector elements itself is realized enabling the 
measurement of object surfaces ranging from black to metallic bright. The use of different 
laser wavelengths allows suppressing cross-talking originating from overlapping laser 
projections on the surface of the specimen. However, this method is a good tool for dynamic 
surface control, but it is unsuitable for high-grade image reconstruction. It cannot be related 
to pure �“camera methods�” because CCD or CMOS devices are used only like �“light 1/0 
detectors�”, also for incident ray preliminary positioning. This example highlights those 
sometimes optical sensors matrixes are the better detectors because of their good 
sensitivity/resolution. 
Another laser tools for static perimeter control is Laser radar (LADAR) (Sahba et al., 2006),  
(Stutz, 2005). LADAR scanning is far advanced over conventional active infrared (AIR) 
sensing. The transmitter and receiver units are usually coaxially located, making the 
installation less prone to misalignment or tremors than traditional opposed or retro-
reflective sensor posts. Laser scanning also has much finer resolution that RADAR and 
microwave-RADAR, allowing the definition of the intruding target size. Time of flight pulse 
detection or continuous wave phase shift methods are used to derive range measurements. 
According to tests conducted to determine the feasibility of using laser scanning for 
perimeter protection (Sahba et al., 2006), it has been confirmed the capability of detecting 
humans and vehicles, with a maximum range of 25m and 80m respectively. The testing 
demonstrated large area coverage, the ability to determine intruder size, the definition of 
multiple detection zones, a good detection rate and low false alarm rate (Hosmer, 2004). It 
has also been claimed that camouflage and other methods for masking an object can deceive 
near infrared devices, but it is impossible to mask a physical volume moving through space, 
thereby implying that by scanning a plane at high speed and resolution, any object moving 
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through this plane will be detected (Hancock et al., 1998). Riza, et. al. propose generic 
criteria for an ideal optical scanner including a wide scanning range, no moving parts, high 
resolution, high speed and low power consumption. Additionally, they place significance on 
reconfiguration (Riza & Muzammil, 2003). By projecting many spots, a laser curtain is 
produced and multiple range measurements from a dense array of laser spots provide a 3D 
contour of the perimeter. In current LADAR scanners, a laser beam is deflected by rotating 
mirrors as show in Fig. 9 where D is the incident beam diameter,  is the beam-feed angle,  
is the active scan angle and L is the scan length. 
 

 
Fig. 9. Principal of laser beam deflection using a rotating mirror (Stutz, 2005) 
As we can observe, commonly static object monitoring methods strongly related to basic 
optical property of focal distance and its practical consequence of a sharp image in a focal 
plane. From the other hand, it makes these technical solutions initially (apriori) unsuitable 
for such dynamic task like a mobile robot vision. 
In applications where information from more than one physical point of an object needs to 
be derived, a scanning mechanism must be employed to deflect the light beam from the 
laser source, towards the desired point of interest on the object surface. This deflection is 
usually driven in two or three dimensions electro-mechanically. Laser scanning mechanisms 
have been used in a large variety of applications ranging from photo and document 
scanners to airborne topographic mapping, surveying of buildings and plants, counting and 
collision prevention. Approximately over the past ten years laser scanning has found new 
applications in photoelectric security sensing. Some common uses include providing light 
curtains in front of assets on a wall display or over the facade of a building. More 
commonly, laser scanners are employed to provide high resolution range measurements to 
the outer perimeter (e.g. fencing, walls) of a building and detect a change in range values 
when beams are intersected by an intruder. 
To date, driving the deflection mirror in the desired direction has been accomplished using 
different devices such as electro-mechanics, rotating polygon shaped mirrors and 
galvanometers. Figs. 10. (c) and (d) show the layout of a typical commercially available laser 
scanner and its mirror driving mechanics. Typically, the whole optical head is rotated by a 
servo motor head around the azimuth in the order of a 1000 rpm, and the mirror rotates in 
elevation at the same time. This dual movement deflects the beam in the desired directions. 
However, the intrinsic motion of the mirror causes scanning problems which are the hardest 
to quantify and correct. Acceleration time taken to reach the constant scanning speed from a 
stationary position can result in range measurements being stored at the wrong 
corresponding points in the scanned image. Additionally, all mirrors and measurement 
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components must be synchronized exactly. In general, laser scanning is much more sensitive 
to vibration than a multi-beam stationary optic approach. In particular, mirror device 
scanners are slow, bulky and expensive and being inherently mechanical they wear out as a 
result of acceleration, cause deflection errors and require regular calibration. Stutz in (Stutz, 
2005)  explains that the performance of polygonal scanners, especially with respect to 
maintaining an accurate deflection beam path, is prone to manufacturing tolerances. 

 
Fig. 10. (a) and (b) indoor room surveillance scanning, (c) scanner with mirror mounted on 
motor, (d) scanner with rotating mirror where 1 contains the range finding electronics, 2 is 
the deflected beam, 3 is the rotating mirror and 4 is the complete optical head which also 
rotates (Sahba et al., 2006) 
Dynamic track and jitter errors are caused by tolerances for: 
 Polygon machining errors 
 Mounting errors 
 Mounting-hub errors 
 Random wobble caused by ball bearings 
 Motor cogging 
 Torque variations 
 Noisy start of scan circuit 

Machining and mounting errors directly cause the deviation of the deflection beam from the 
desired path of propagation towards the correct point at the image plane. Errors can range 
from 1 to 60 arc-seconds in angular deviation. Cogging, torque and facet flatness variations 
cause errors in the actual scan line. 
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Other problems listed with rotational scanners are as follows (Stutz, 2005): 
 Synchronization with other time-dependent elements in the system is rather difficult. 
 Motor stability and durability at higher rotation speeds also present problems. 
 There is an upper limit to the rotation speed due to the tensile strength of the mirror 

material. The mirror must not disintegrate at the maximum rotation speed. 
Another strong tool for 3D spatial data acquisition is terrestrial laser scanning (Slob & Hack, 
2004), (Baltsavias, 1999, a), (Baltsavias, 1999, b). These are active scanners based on laser 
signals for measurement of slant distances to acquire information about the surface of the 
Earth and objects on it. As mentioned above, there are several laser scanning systems being 
operational. Concerning the measurement principle two different methods had been 
realized: runtime measurement using pulsed laser signals and phase difference measurement 
using continuous-wave lasers. Because most systems are based on the first mode, it will be 
described in more detail in the next section. A good overview on both topics can be found in 
(Wehr & Lohr, 1999). The pulsed mode laser scanner emits pulsed laser light in exactly 
determined time intervals. The system measures the runtime of these laser pulses, i.e. the 
elapsed time between emitting a signal and receiving it after reflection on the surface of the 
Earth or objects on it. Therefore, slant distances can be derived from these time differences 
by the wellknown formula v = Ds / Dt or Ds = v / Dt. By means of the exterior orientation 
of the sensor (recorded by differential GPS (dGPS) and INS systems) 3D co-ordinates of the 
illuminated surface points can be determined. 
Laser systems need to be designed mainly regarding two components: the emitting and 
receiving unit and the positioning unit. Both will be described as the example by means of the 
operational system TopoSys (Wehr & Lohr, 1999) which was used to acquire the data sets 
about terrestrial landscape. 
In this system, the emitting and receiving unit is realized by means of a glass fiber optic. The 
laser light is emitted on a nutating mirror, i.e. a rotating mirror which deflects it on a glass 
fiber bunch. The ends of the glass fibers are connected to a row-shaped optic, so the resulting 
measuring pattern on the surface of the Earth is a single scanning line. In addition to the 
movement of the airplane this results in a strip-wise data acquisition as shown in Figure 11. 
 

 
Fig. 11.  Laser scanner system TopoSys (Wehr & Lohr, 1999) 
The positioning component of the system consists of several elements. As navigation 
principle differential Global Positioning System (dGPS) is chosen. Therefore, GPS antennas 
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are mounted on the airplane, as well as on reference stations on the ground. Although this 
positioning strategy yields to good results concerning the accuracy of the obtained co-
ordinates (in the range of some few centimeters), the measurement rate is lower than the one 
of the laser scanner. Therefore, additionally Inertial Navigation Systems (INS) are used, i.e. 
navigation units register the rotations of the airplane based on gyros. These are capable to 
determine a position with a higher temporal resolution. 
In Table 1 the performance parameters of this system are listed. It should be mentioned that 
the system is capable of acquiring up to 5 points per m2. This results in data sets of high 
point density and suitable accuracy in position as well as in elevation. 
 

 
Table 1. Performance parameters of TopoSys laser system (Steinle & Vogtle, 2000) 
It is relatively more expensive method over another laser application. Hence the principle 
limitation of it is the practical importance of the task. However, terrestrial laser scanning 
have a significant flexibility of provided practical use acts. For example, terrestrial scanning 
lidar (light detection and ranging) is applied to outcrop stratigraphic mapping enables 
researchers to capture laser range data at a rate of thousands of individual X, Y, Z and laser-
intensity points per second (Bellian et al., 2005). 

 
Fig. 12. A typical field setup in Patagonia in early 2002. All equipment was transported in a 
backpack by a single person (picture courtesy of Jeremy Willson, Shell Oil). Lithium Ion 
batteries have helped reduce battery weight to 1,540 grams (3.4 pounds) per approximately 
2 hours of continuous scan time (Bellian et al., 2005) 
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Research group of (Bellian et al., 2005) store the 3D coordinates data set with an Optech 
Laser Imaging ILRIS 3D terrestrial (ground-based) scanning lidar (Fig.12). This instrument 
was chosen for its 1 km range, palm-type interface, and light weight. All data from the 
ground-based lidar surveys were processed on a standard laptop computer with at least a 
gigahertz processor speed, 1 gigabyte of RAM and Innovmetric Incorporated�’s Polyworks 
CAD (Computer Aided Design) software. The principal result of (Bellian et al., 2005) was: 
high-resolution lidar (approx. 1cm point spacing) is far more accurate in three dimensions 
than nearly all GPS currently available to the public. 
 

2.3 GPS-based and combined machine vision principles 
GPS-based solutions sometimes also are acceptable for machine vision, especially for 
navigation tasks. The good example of such system is presented in (Vang et al., 2000).  
GPS based navigation for autonomous land vehicles has the capabilities of GPS to determine 
the locations of vehicles, as far as static objects, basing on satellites  (Kee et al., 2008), 
(Stewart  & Tsakiri, 2002). 
GPS measurements consist of biased and noisy estimates of ranges to the orbiting satellites. 
The principal source of bias is the unknown receiver clock offset, whereas the remaining 
errors arise from: 
 �’ modelling of the satellite clock and ephemeris. 
 �’ modelling of the ionospheric and tropospheric delay. 
 �’ measurement of the code and carrier phase influenced by both receiver noise and 

multipath. 
DGPS is a technique that improves the user�’s position accuracy by measuring the 
infinitesimal changes in variables in order to provide satellite positioning corrections. It 
should contain a reference station, a data-link, and user applications. The reference station 
generates corrections by means of a measured pseudo-range or carrier-range, a calculated 
distance from the reference station to each satellite, and a satellite clock bias as well as an 
estimated receiver clock bias, and broadcasts them to the user application. The correction 
messages contain a Pseudo Range Correction (PRC) for DGPS, a Carrier Phase Correction 
(CPC) for CDGPS, and their time rates, Range Rate Correction (RRC) (Kee et al., 2008): 

 ( )PRC b I T R d B  (5) 

 ( )CPC b I T R N d B   (6) 

Where: 
:  pseudo range measurement 
:  carrier phase measurement 
:  wavelength of the carrier phase 

N:  integer ambiguity 

d:  distance from the reference station to the satellite 
b:  satellite clock bias error 

B : estimated clock bias of the receiver 
I :  ionospheric delay 

T:  tropospheric delay 

R:  orbit error 
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Unfortunately, the available accuracy for civilian applications is very poor because of all 
basic components in (5, 6). First of all, because of objective atmospheric delays (ionospheric 
and tropospheric). Although commercial DGPS (Differential GPS) service increases the 
accuracy up to several meters, it is still not sufficient for autonomous driving. Hence it is 
possible use an image processing to compensate this error. In spite of the fact that it is 
difficult to use image processing for recognition of a complex environment, it is possible to 
use it to determine some specified objects that haw obviously simple features. For example, 
lane tracking in highway, forward car tracking have been reported in (Vang et al., 2000). In 
this study, information about some specified objects is provided by a 3D map which is 
synthesized based on a real environment. The autonomous land vehicle uses these features 
to identify the indicated objects from the complex environments so as to position the 
vehicle�’s location. Because image processing consumes long time and positioning accuracy 
cannot satisfy the autonomous driving in many cases, environmental sensors, such as a 3D 
scanning laser rangefinder: ultrasonic environmental sensors, are also used. 
Fig. 13 depicts the autonomous land vehicle used in the experiments (Vang et al., 2000). This 
vehicle was equipped with a color CCD camera, a GPS unit, a 3D scanning laser 
rangefinder, ultrasonic sensors, etc. 

 
Fig. 13. The autonomous land vehicle used in the experiments (Vang et al., 2000) 
Pedals and steering wheel are controlled with servomotors. The environmental sensing and 
control system is multitools. The position information from DGPS is used to retrieve 
environmental data from the 3D map. The 3D map provides the information about 
landmarks and features of some targets. Based the target features, the image processing 
system identify the landmarks by which the position of the vehicle is determined. An 
encoder attached to the wheel of a tire and a gyroscope are used for determination of the 
vehicle position and attitude. Because draft error may become unallowably large, these 
sensors are only for short distance measurement. A 3D scanning laser rangefinder is 
employed for compensation of the image processing system. The computers control the 
steering based on the information from the environmental recognition. 
Positioning of GPS uses satellites. The resolution of the GPS used in the experiments is 
about 0.18m. However, the accuracy available for civilian applications is very poor. Even 
though DGPS makes the accuracy improved greatly, the positioning error is still insufficient 
for automatic driving. The positioning accuracy is not so good to navigate a vehicle, but 
enough to indicate the vehicle t o search some landmarks around the location. The 
synthesized 3D map provides geographic information that is referred by DGPS for 
positioning the vehicle�’s location. Because of the error of DGPS, some other information has 
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to be given for the vehicle to compensate the positioning error of GPS. In study (Vang et al., 
2000) the information about landmarks and their geometry and features is contained in the 
3D map. The vehicle locates itself position by referring to the landmarks. The 3D map was 
synthesized by using OpenGL1. In the scene some objects are specified as landmarks for the 
image processing system to recognize as well to correct the positioning error caused by GPS. 
For the sake of simplicity of the image processing, some obvious features of the indicated 
objects are provided. The image processing identifies some objects indicated by the 3D map. 
By detecting the relative position to the indicated objects, the vehicle can determine itself 
position. Image processing is not always effective in any situation. In such case, a 3D scanning 
laser rangefinder is used. A laser rangefinder measures distance using time-of-flight method. It 
has advantages in positioning accuracy, detection speed in comparison with image processing. 
By horizontal and vertical scanning 2D or 3D maps can be obtained. The above discussed 
environmental sensors are effective for long range detection. To guarantee a safe driving the 
near surroundings of the vehicle have to be monitored. For this purpose, ultrasonic sensors 
were used. 8 ultrasonic sensors that have detection range of several meters are arranged 
around the vehicle. A no-scanning wide-range ultrasonic sensor was also developed and 
mounted in the front, of the vehicle. The experimental results of (Vang et al., 2000) 
demonstrated a higher performance in comparison with a video camera only. 
But, if we�’ll analyze presented system, it can be classified more like combined system, than 
GPS-based as declared by authors. It shows one more again that robust and secure systems 
nowadays more and more became combined system, which shares strong skills of 
mentioned above classical approaches. 
It is important to note, that, in our opinion, the GPS have a strong potential in a field of 
future machine vision design. Because in last ten years there is a lot of financial and 
intellectual investments to GPS and GPS-based technologies application. But this branch still 
can not be adopted as an independent base for machine vision, because of impossibility to 
scan nearby environment, to detect an arbitrary object in the scene. We are consider, that 
with years comes detailed GPS-maps with marked details in landscape. It will give a 
possibility to navigate a mobile object using dead reckoning principle (Ibeanusi et al., 1999), 
(Sadayuki Tsugawa, 1994). In this case a quantity of arbitrary objects in the scene will be 
minimized, and their location it is possible to fix by simple locator or UWB (Yu et al., 2008). 
But recently it is problematic use GPS as an independent vision tool. Another principle 
limitation of GPS is a nonlinear uncertainty growth for such dynamic application like 
mobile robot navigation for example. 
Also it is essential to note that in present time any GPS application still have a fundamental 
problem of the method. The GPS technology cannot be used outside the radio signals 
receiving zone such as tunnels, mines, complex indoor spaces, up to that sometimes can not 
functioning correctly at dense cloudiness or overcast, etc. 
A good example of �“combined system�” design is presented in (Petrov et al., p. 32, 1998). It is 
given the detailed consideration to the optical 3D scanner developed by company 
MetaCreations Real-Time Geometry Lab (www.metacreations.com/products/rtgeom). The 
principal design goals are portability, low cost, fast scanning speed, and photorealistic 
quality of models. To fulfill these requirements, a scanner is built mostly from off-the-shelf 
components. Also a set of rather complex software algorithms to help facilitate the scanning 
process is developed. The basic image processing algorithms were implemented in 
hardware. The scanning resolution is better than 1 mm, while the acquisition time is 
sufficient. In the hardware design we avoided using complex optical schemes, instead 
transferring the complexity of the problem to algorithm development. This software-
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oriented approach allowed us to use simple components in an easy-to-manufacture design. 
Figure 14 shows a block diagram of Galatea scanner. 

 
Fig. 14. Galatea scanner block-diagram. A galvanometric motor steers the laser stripe. The 
Fast Laser Finder (FLF) image processor processes the black-and-white camera�’s video 
stream. Merging the texture image of the color camera with the geometric model generates 
the final 3D model 
The optical part consists of a laser-line generator, a galvanometric scanner, and black-and-
white and color cameras. It�’s quite natural to use a laser as the light source in a triangulation 
system. Diode lasers are compact and inexpensive, and can be easily focused down to their 
diffraction limit. The depth of field is considerably larger than the sensor camera�’s depth of 
field. For this reason, the laser does not require focusing during normal operation. In 
general, a properly designed scanner is eye safe, so that the system can be certified as a 
Class 1 laser according to the CDRH (Center for Devices and Radiological Health, Food and 
Drug Administration) classification. One of the major advantages of a laser source is that it 
can be easily filtered out from the ambient illumination using a narrow-bandpass filter. This 
allows laser-based digitizers to be operated in daylight conditions. Also, the laser signal can 
be easily filtered out from the color camera data, allowing the color texture and geometry to 
be captured simultaneously. The laser projection system consists of a laser-line generator 
and an ultrafast galvanometric scanner. The repeatability of average galvanometric scanners 
is about 20 microradians, while the nonlinearities are small enough to be calibrated for, if 
necessary. The positioning speed of such a motor exceeds 1,000 angles per second. An NTSC 
formatted high resolution black-and-white camera senses the geometry. A color CCD 
camera�—installed between the laser projection system and the black-and-white camera�—
captures the texture map. The scanning speed of 3D laser digitizers is limited by the rate of 
video cameras, typically 60 frames per second. Acquiring a 200-stripe resolution image 
would take about 3.3 seconds in a traditionally built digitizer. For many applications, 
including scanning the human body, this speed is not satisfactory. Using faster cameras 
provides a straightforward solution to increase speed. However, fast cameras tend to be 
rather expensive. To avoid using fast cameras, several solutions have been proposed. 
Meanwhile, this system �– as far as mentioned by authors collective - is designed as low cost 
solution for practical application where not necessary a high resolution. This example 
highlights the next fact. Any combined design always have larger coordinates error because 
a generalized system uncertainty is caused by complex cross-action of all components error 
sources and their interaction in this case is almost impossible to estimate by classic 
metrological methods. 
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3. Synthetic approach to machine vision system design 
The first principle conclusion from the methods overview is the next. The machine vision 
can be divided in a two general groups of methods: 
- relatively fast, but rough form estimation methods of scene analysis (with significant 

uncertainty of form reconstruction); 
- metrological methods based on the precise coordinates measurement. These methods 

requires for insignificant form reconstruction uncertainty a lot operating time and gives 
a enormous data set for memory storage. Practically it is almost impossible to use this 
group in real time for any dynamic system. 

The second principle conclusion from the methods overview is the next. Competitive 
machine vision can not be based on any of these two bases. It must to share the main 
advantages of them: fast operability of the first one and precise 3D coordinates accuracy of 
the second one. 
The third conclusion. Many modern scanners use �‘�‘time of flight�’�’ to measure distance on 
the basis of the average speed of light in air. This measurement varies with air density, but 
because the speed of light is so great, these perturbations are very small for distances less 
than several kilometers. Other instruments use phase recognition to augment this technique 
for increased precision; however, this method is associated with an increase in data volume, 
which is undesirable. 
The fourth conclusion from the methods overview: laser shows the high competitive ability 
over other scanning tools. It gives higher resolution, reasonable range and operation 
velocity. The weak point of laser technology is a limited power source of continuous scan 
time. 
The key solution of this problem we are considering in a carefully thought over 
algorithm of information processing, very closely tied to each practical application. It 
must be flexibly used similar to human brain estimation: combine a very rough scene 
analysis in general, with furthering �“zoom�”-possibility for most problematic points 
surrounding (i.e. singular points). For this final fine stage it is only acceptable to provide 
a metrological accuracy method. 
System optimized design according to open problem requirements will be explained on 
example of 3D laser Machine vision system, based on (Tyrsa et al., 2006, a), (Tyrsa et al., 
2006, b), (Rivas et al., 2008). 

4. Multipurpose scanning vision system design 
It is considered in this paper a system with several characteristics previously referred; such 
as a high resolution, speed and versatility, can be used by our system in low cost.  
In the most of fully autonomous navigation systems is used a vision system like this, our 
prototype can stand out among the other systems because has a very low cost; other 
advantage is the versatility, has a wide range of vision that can change to increase precision; 
and large sight depending of laser power. 
This vision of environment is very similar to the human sight, has wide range of view, but 
can focus a specific area to get a high resolution and detailed image, so to make this task is 
not necessary modify hardware in prototype, just adjust some parameters in software 
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4.1 Original principle of 3D spatial coordinates measurement 
On fig.15, basic elements of machine vision system (MVS), placed as example on mobile 
robot (MR), are shown. 

 
 

 
c) 

Fig. 15. General principle of MVS functioning (a �– lateral view; b - top view; c -  laser scanner 
prototype view) 

MVS represents laser angle-distance-measuring system located in the upper forward part of 
R. MVS contains a rather high-power laser with a collimator. The laser and the collimator 

are installed in own laser positioning system (PL) (fig.15, b). PL has its step drive, which on 
a command from the onboard computer can turn PL in a horizontal plane at each for one 
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angle pitch. PL is on one end of a horizontal bar b. On the other end of the bar is located a 
scanning aperture (SA), shown separately on fig.16. The SA axle is perpendicular to a bar 
and plane XOY. The bar b is installed by its middle part in its own positioning system, 
containing horizontal (PH) and vertical (PV) step drives (fig.1). 
MVS works in the next way (Tyrsa et al., 2006, a). By the command from the computer the 
bar is installed so that the SA rotation axis becomes perpendicular to plane XOY of MVS 
reference system (fig. 15). PL puts the laser with the collimator, for example, in an extreme 
right position. The axis of the collimator (with the help of PV-step drive) then takes extreme 
top position (above the horizon). The laser and the SA are switched on. SA is rotated by the 
electromotor EM. At each SA turn a laser ray should hit an obstacle, is reflected difusely by 
it (point Sij) and returns to mirror M (fig.16). At the moment when three objects: the point of  
reflection Sij, the perpendicular to mirror M and the vertical axis of SA - takes their common 
plane, perpendicular to plane XOY while SA is rotating, an optical signal, having trevelled a 
path �”Sij - mirror M - objective O - optical channel OC - photoreceiver PR �”. It makes an 
electrical stop signal. A start signal is previously formed by SA by means of a zero-sensor 
(installed on a bar b axis). 
Filling in a time interval tB1 1 , (where: 1 - angle between the bar axis (zero-sensor 
direction) and direction SA �– Sij (fig.3);  - SA rotation rate) with pulses of reference 
frequency f0, we shall receive a codeN t fB B1 1 0 . Rotation of SA cycle time 
T2 1 2 is simultaneously filled with same impulses of reference frequency f0. The code 

N T f2 1 2 1 0  is formed. The angle 1 1 2 12 BN N  is stored. 
It is essentially to note, that this SA, or properly PSA (passive SA) as independent node have 
a very precise angle coordinates measurement accuracy. It can be used for navigation task as 
well as the static coordinates measurement (Tyrsa et al., 2004),  for example for structural 
health monitoring of important civil engineering structures. Exactly, for inferior limit of 
stabilized reference oscillator of 1 MHz and scanning velocity of 1 rev per sec, consequently 
we have an exact measurement scale of 1,000,000 units for complete angle of 360. Even such 
resolution (0.00036 of angle) is an excellent for mentioned task. But it can be increased easy 
by reference frequency increase or scanner�’s velocity decrease. 
When mirror SA has passed a direction towards point Sij, the laser is switched off to save 
power. The electric pulse goes to PL, the step-drive turns the laser with the collimator on an 
angle 1 along horizon (fig.15, b). By approach of SA mirror M to the MR �‘view sector�’ the 
laser is switched on. If the laser ray in its new position hits an obstacle, a new point of 
reflection is formed and the measurement is re-cycled. If the laser ray does not hit an 
obstacle, no reflection will be, and a new point will not be formed. In this case, as well as in 
case when a point of reflection exists, the formation of a code 2N  begins with the signal of 
zero-sensor start pulse. 
As soon as this code reaches some pre-determined value overlapping a range of possible 
code values corresponding to an operative sector, the counter, where codes N i are formed, 
is installed on zero, and  the laser is switched off. PL step-drive turns the laser on an angle 

2. Cycles with measurements of angles on reflection points, if these are formed by 
obstacles, or single cycles of scanning, when the obstacle is not present, are repeated in the 
same order. Values of angles Bi, in a cycle where reflection points took place, are stored. 
When the system PL stands in an extreme position n, stipulated by a minimum distance and 
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a maximum angle of view, the bar positioning system step drive turns it round a horizontal 
axes by an angle  1 (fig.15,a). The cycles with measurements of angles Bi are recurred. 
Angles i are fulfilled in the back order from a position n up to a position 0. 
 

 
a) 

 
b) 

Figure 16.  Scanning aperture functioning principle (a), general design (b) 
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After some position of a plane, where the laser ray moves in the plan from the right to the 
left or reverse, all fixed laser rays hit a surface under research, making points of reflection Sij. 
If in this case laser emission power and distance to points of reflection as well as sensitivity 
of the photoreceiver are sufficient for formation of stop pulses, empty cycles of SA scanning 
will not exist. The measurement cycles are repeated until the plane, formed by a horizontal 

axes of a bar b and the last point Sij, deviates from a plane XOY by   angle
1

m

j
j

. 

As mentioned above, data on angles ij measured will be accumulated in computer memory. 

One of these angles is shown on Fig.3. A related angle 
max

1

i

ij i
i

C C , where max �– is an 

initial angle of PL position. Angles ij, as well as angles
1

j

j
j

, are fixed in memory 

simultaneously with the measured angles ij during each cycle. 
Using the theorem of sines as well as correlation between the sides and the height in a 
triangle represented on Fig.17. 
 
 

 
Fig. 17. Triangulation scheme for precise coordinates measurement 

It is possible to find the formula for calculating sloping distances dij from basis b up to 
points highlighted by the laser 
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where a - is basic distance between rotation axes of PL and SA. It is accurately enough pre-
measured. 

Using value of angles ij , ij,
1

j

j
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, and basis a, it is possible to calculate the Cartesian 

coordinates by each of the laser-highlighted points,  in reference system OXYZ of MVS by 
the following formulas 
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Thus, the onboard computer with the help of TVS provides digital map-description of the 
terrain in a MR sector of view in an actual time scale. If in a direction of observation any 
obstacles shaped as a dredging or as a big item above a surface (in these places points Sij are 

heaped), R, with the help of vertical step drive PV, turns TVS by an angle 
i

i

n

1

 To the 

left or to the right depending on a position of obstacles in relation with axis , and 
�“searches�” a new sector. 
 

   
Fig. 18. Prototype parts (Scanning aperture; Emisor part (laser positioning system); and 
Software screen  in function, taking epperimental data on obstacles 

4.2 Prototype construction and experimentations 
This prototype (Figs. 18 and 19) can be fabricated in very simple way using low-cost 
elements. A prototype was made with the follows elements: an aluminum base bar with 1m 
of length, step motors to make vertical and horizontal scanning, source of light in this case a 
laser, a pair of mirrors with 45 degrees cut to redirection the light beam, in laser emisor part 
and scanning aperture (Fig.18), a photo receiver to convert light signal to electrical signal, a 
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lens in the aperture part to get a fine convergence of light in photo receiver, a sensor (start) 
in the aperture part to detect and count revolutions of mirror2, and a interference filter to 
get only the selected source of light; this hardware is controlled by a laptop IBM Pentium II 
using �“turbo c�” program in MS-DOS where the measurement distances is stored (Fig.18), the 
connection to transfer data between hardware and software is by parallel port. The complete 
prototype (Rivas et al., 2008) is no longer than 1m, data can be stored in another system, and 
the prototype fabricated with all elements is shown in Fig.19 in action. 
 

 
Fig. 19. Complete prototype system testing view. 

This prototype was tested 100 times in different locations in grid nodes (see Figure 20) to 
verify accuracy on vision by different angles in 2D, making tests on reflective and absorptive 
objects; in Table 2 are partially shown the measurement values by the prototype on a plane 
surface with grid-scale. 
The values in the table 2 are shown graphically in (Figure 20). The violet points are distance 
values taken by the prototype working usual way; the yellow points are distances measured 
by the prototype but using an independent source of light in each point to measure (without 
prototype laser), finally the real distances can be shown  by squares in the table base. 
As it is evident, the range of error is very small in the center of the table, this center is the 
center of the prototype sight, and near both sides of the prototype sight angle the error is 
minimal. This prototype is very similar to human sight, at front the image view is very 
detailed and precise, both borders of angle of view have no much accuracy, this can be 
resolved rotating the vision of focus of the prototype exactly humans sight do. 
Analyzing the measurement results (Fig.20) and its numerical values (Table 2), it is possible 
to say that all the experiments were carried out not less at 95% confidence level. And 
measurement uncertainty, especially its offset error, not overcomes a 5% threshold in any 
point, even in extended angle of sight where such accuracy is not obligatory. 
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Theoric Value Measured Value Test 
Point X 

(m)
Y 

(m) B (°) C (°) x(m) y(m) B (°) C (°) 

B 120 120 120,26 35,22 124,21 128,68 123,43 34,8 
D 100 100 116,57 33,69 99,83 104,48 118,46 32,87 
F 100 80 106,70 37,57 95,3 76,86 106,4 36,91 
H 120 60 94,76 47,49 122,92 63,49 96,38 47,28 
J 80 60 97,13 36,03 77 58,62 96,57 35,33 
L 80 40 82,87 41,63 79,99 42,15 84 40,95 
N 120 40 85,24 53,13 119,86 40,04 84,48 53,08 
O 120 20 75,96 59,74 119,22 19,48 76,01 59,76 
P 100 20 73,30 55,01 97,6 19,15 72,94 54,67 
Q 80 20 69,44 48,81 79,11 18,7 68,39 49,04 
R 60 20 63,43 40,60 60,33 21,7 64,3 40,07 
S 40 20 53,13 29,74 39,14 19,59 52,07 29,35 
T 40 0 38,66 38,66 36,52 1,06 36,52 36,73 
U 60 0 50,19 50,19 59,8 0,9 49,39 50,625
V 80 0 57,99 57,99 80,93 3,49 56,7 60,11 
W 100 0 63,43 63,43 103,58 1,51 63,45 64,68 
X 120 0 67,38 67,38 120,72 -4,7 66,23 69,43 
Y 120 -20 59,74 75,96 118,54 -18,36 59,95 75,05 
Z 100 -20 55,01 73,30 96,72 -18,37 54,7 71,9 

A1 80 -20 48,81 69,44 75,79 -18,33 48,03 67,32 
B1 60 -20 40,60 63,43 58 -18,53 39,5 61,52 
C1 40 -20 29,74 53,13 36,17 -20,31 27,3 50,62 
D1 60 -40 33,69 80,54 58,05 -38,63 33,6 78,92 
E1 80 -40 41,63 82,87 77,46 -38,26 40,46 81,38 
F1 100 -40 48,01 84,29 97,1 -38,02 46,94 82,96 
H1 120 -60 47,49 94,76 123,68 -61,03 48,21 95,09 
J1 80 -60 36,03 97,13 78,9 -59,73 35,37 97,03 
L1 80 -80 31,61 110,56 80,52 -80,21 31,81 110,56
N1 120 -80 42,71 104,04 121,01 -78,73 43,34 103,35

P1 100 -
100 33,69 116,57 101,65 -96,18 35,06 114,43

R1 100 -
120 30,47 124,99 111,73 -

126,15 32,09 124,27

Table 2.  Experimental results of point-coordinates measurement (Rivas et al., 2008) 
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Fig. 20.  Experimental graphic of 2D points measurement  and obstacle positioning 
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Also detailed analyzis of scanning aperture original construction (Fig. 16, 18) and principle 
deduce us to conclusion that it is possible to obtain measurement results with the same 
uncertainty from highlighted points of the different attitudes inside precertain angle of 
view. It is significant advantage of the presented device over other known laser 
triangulation scanners  (Forman & Parry, 2001),  (Pierce et al., 1992),  (Surmann et al.,  2003). 
In general behavior of uncertainty repeats graphic presented on Figure 6 in (Pierce et al., p. 
1765, 1992), however accuracy nearby edge in our system is more advanced. Also accuracy 
(coordinate measurement offset) in a central part of scanner�’s angle of view is 2-7 times 
better in a different checked points respect to (Pierce et al., 1992)  for example. 

4.3 Prototype application for static monitoring 
The above-described passive scanning aperture (Figs. 16 and 18) (PSA) independently can 
be able for static object deformation monitoring (Tyrsa et al., 2004). PSA, or POS (passive 
optical scanner), using the vertical axis of rotation is destined for the measurement of the 
horizontal angles. Let's call it a vertical POS. The vertical angles between the �“emissive 
beacons�”(EBs) are measured by the POS with the horizontal axis of the rotation. This POS is 
the horizontal POS. The system, which consists of the vertical and horizontal POSs, permits 
to measure the displacement of the EB in horizontal and vertical planes. 
Fig.2 shows the adoption of the horizontal POS for the realization of the bridge points 
monitoring in a vertical plane. 
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Fig. 21.  Horizontal POS placement for bridge monitoring 

The POS is placed outside the bridge and measures the vertical angles i . The EBs are 
installed with the same height hi above the bridge surface. As EB it is possible to use any 
sufficiently cheap light source, for example mentioned above lamp HRQ3010-5071. The 
distances li are measured during the installation of the EB.  
 In the absence of a deformation, for each EBi, the following expression is valid: 

 tan( )
2 i

i

H h
l

 (12) 
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For the bridge deformation with the magnitude ih  in the placement point of the beacon 

EBi, the angle i , measured by the POS, will change on the magnitude i . As a result the 
expression (13) will receive the form: 

 tan( )
2 i i

i

H h h
l

  (13) 

Therefore: 

 ( ) tan( )
2i i i ih H h l . (14) 

In a similar manner the POS for tunnel monitoring is installed. In extended tunnels several 
functionally connected P S can be placed along its axis. 
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Fig. 22.  Placement of two vertical POSs for arch dam monitoring. 

Fig. 22 shows the placement of two vertical POSs for the arch dam monitoring of a 
hydroelectric power station. The POSs measure in pairs the horizontal angles 1i  and 2i  
between the base line AB and the EBi. The length of the base line D and the Cartesian 
coordinates of the POS are determined beforehand by known geodetic methods. The angles 

EBi  are found by the formula: 

  RBi = 1 2180 ( )i i .  (15) 
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According the sine theorem we find the triangles sides, which have the vertex A, B, EBi ; and 
the coordinates ix , iy  of the points EBi, in the national system or conditional Cartesian 
coordinate system. The change of coordinates of the points RBi in the repeated 
measurements of the angles 1i  and 2i  reveal the dam deformation. 

5. Conclusions 
Presented research was provided with a general goal to design simple and secure method 
for 3D laser scanning of any unknown surface placed on a variable distance from scanner 
location. Other advantage of a present system over other laser triangulation system is a 
higher in principle order of exactitude in a part of 3D coordinates calculation. Preliminary 
prototype testing is shown 
 This theoretical principle can be realized with modern electronic and electromechanic 

devices in low cost; 
 With completely acceptable operation velocity this device can detect an obstacle and to 

cover it with digital 3D map of n points on it�’s surface; 
 This factor n is easy possible to change as only one variable in software; such way 

provide basic principle �“more points �– less uncertainty, but more operating time�”. This 
task must be solved carefully for each practical application; 

 Coordinates calculation uncertainty is less than any known laser triangulation with 
electronic scanning because of exact surveying techniques principle using; 

 This system in a closest way simulates the human binocular vision; as shown, the best 
exactitude can be achieved in a center of angle of view, and nearby both edges the 
picture is not has so sharpness. It possible to overcome by base bar rotation; 

 These techniques can be implemented with insignificant changes for various practical 
applications, such as large engineering structures Structural Health Monitoring, mobile 
robot navigation, microsurface inspections, etc. 
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1. Introduction 
During the 21st century rapid progress in computer communication and technologies 
influences robot systems: becoming larger and more complicated than ever previously. To 
manage the rapidly growing sensor data the single robot systems transformed to networked 
systems, facing new challenges. The demand of low-cost mass production of robots 
(industrial or service type), the rising number of elderly people, who needs support of their 
everyday life, called forth of middleware technology in robot technologies (Brugali & 
Reggiani, 2005). The middleware technologies provide the heterogenic environment that 
hides low level functions (hardware specific implementations) and provides the required 
flexibility for robot system developers. In the beginning of the middleware developments it 
was doubtful, that the technology causes retardation in speed, but after benchmarks of 
Christopher D. Gill and William D. Smart (Gill & Smart, 2002) it showed that it has more 
advantages then disadvantages. They strongly believe that Common Object Request Broker 
Architecture (CORBA)�–based middleware offers great advantages in robotics and 
embedded sensor applications. The urgent need of middleware forced the robot 
programmers create their own middleware�’s that meets best their need. Unfortunately, most 
of the pioneering initiatives are developed independently of the others, driven by specific 
applications and objectives (Kotoku & Mizukawa, 2006). 
In conventional robot system development, the different robot parts (sensors, processing 
elements and actuators) are combined together in a compact, self contained system. Both 
type of robot system (industrial or service type) faces challenges in the sense of flexibility, 
reusability and new part integration. In case of industrial robots, the end-user has very 
limited intervention to the control system itself (Brogårdh, 2007) and in case of the service 
robots, the human �– robot co-existence demands an extreme flexibility to care take all of 
human ever changing needs. Robot systems usually consist of sensors that provide 
information about the environment, computational units that process information about the 
environment and actuators that are controlled according to the decisions made by the 
computational units. In recent robot systems one of the most important sensors are image 
sensors that provide visual information about the environment. Effective robot system 
design requires that image sensors and image processing functionalities can as easily be 
integrated with robot systems as any other component. The vision related components of a 
robot system should thus be integrated using the same middleware as the robot system 
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itself. Thus, development of new robot systems (industrial and service type) should be 
addressed with great concern of the user demand for flexible solutions. 
In Japan the basics of Next-Generation Robots are being developed with the purpose of 
improving the efficiency of robot design. The development was started in 2004 at the 
International Robot Fair, Fukuoka, Japan. The following three expectations were defined for 
the Next-Generation Robots (IRF, 2004): 
1. Be partners that coexist with human beings. 
2. Assist human beings both physically and psychologically. 
3. Contribute to the realization of a safe and peaceful society. 
To achieve these expectations new technologies are being promoted and spread in wider 
areas. To satisfy every user�’s individual needs, robot systems must be constructed more 
flexibly. Creation of new functions is made easy by using RT (Robot Technology) -
Middleware (Ando et al., 2005 b), which is a modularized software supporting robot 
program development for Next-Generation Robots (Ikezoe et al., 2006). RT-Middleware was 
chosen as the platform also in the proposed work, because it is the only middleware 
solution that is under standardization (Object Management Group, 2007). This solution has 
proved to be industry ready and used by many industrial partners (Toshiba (different 
system components), Honda (ASIMO humanoid robot), AIST (OpenHRP humanoid robot), 
etc.) and also many research institutes (Ando et al., 2005 a). 
In this chapter the Distributed Image Analyzer and one example application of the 
framework will be introduced. Distributed Image Analyzer is a distributed image 
processing framework for RT-Middleware. Originally it was designed to be grid computing 
like distributed image processing framework (with own communication interfaces), which 
was developed to increase processing speed by applying distributed computational 
resources. The modules created for the grid type version can be utilized without any change 
in the RT-Middleware based. As the system is modular, the high computational costs of 
image processing can be shared with different components; on board the robot or the 
environment can be utilized to execute the computation. 
The rest of this chapter is organized as follows: in Section 2 the idea and basic structure of 
the RT-Middleware is presented. In Section 3 the Distributed Image Analyzer framework is 
presented. In Section 4 example application of vision system in industrial environment is 
introduced. 

2. RT-Middleware 
This section is intended to give an overview about the RT-Middleware. The proposed 
distributed image processing framework is built upon this middleware and will be 
introduced in the next section. 
In 2002 the Japanese Ministry of Economy, Trade and Industry (METI) in collaboration with 
the Japan Robot Association (JARA) and National Institute of Advanced Industrial Science 
and Technology (AIST) started a 3 year-national project �“Consolidation of Software 
Infrastructure for Robot Development�”. With the purpose of implementing robot systems to 
meet diversified users' needs, this project has pursued R&D of technologies to make up 
robots and their functional parts in modular structure at the software level and to allow 
system designers or integrators building versatile robots or systems with relative ease by 
simply combining selected modular parts (Ando et al., 2005 b). 
To realize the proposed robot architecture, a robot technology middleware was developed, 
named "OpenRTM-aist", where OpenRTM stands for Open Robot Technology Middleware. 
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The concept of RT-middleware can be seen in Fig. 1. Not only thousands of hours of robot 
programming could be saved, but even more the interoperability between simulation and 
real applications in robots is solved. 
 

 
Fig. 1. Difference between the conventional and modularized robot concepts 

Two prototype systems have been made to ascertain the effectiveness of the developed RT-
middleware (Ando et al., 2005 a). 
1. A robot arm control system based on real time control. 
2. A life supporting robot system (also known as iSpace (Lee & Hashimoto, 2002)), one of 

the promising applications. 

2.1 Architecture 
The framework�’s basic functional unit is the RT-Component. Modularization is achieved by 
utilizing the RT-Components. The necessary functions, structure and a realization method 
based on distributed objects are defined within this component. Fig. 2. shows the 
architecture block diagram of the RT-Component.  
For reasons of platform independency, the RT-Components are modelled using CORBA as a 
distributed object middleware. An RT-Component consists of the following objects and 
interfaces (items not listed here are mainly for administrative functions and description can 
be found at (Ando et al., 2005 a)): 
 Component object (Describes the component itself (e.g. name)) 
 Activity (Core logic, this must be implemented separately in every component) 
 InPort as input port object (Data is received here) 
 OutPort as output port object (Data is sent from here) 
 Command interfaces (Management of Component object) 

In general the distributed object model can be described as some interfaces that contain 
operations with parameters and a return value. Every single component has the same 
structure (contains the same interfaces) and the only difference is inside the core logic 
(Activity) and the number of the InPort and OutPort. This allows system transparency, 
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creating a �“black-box�” of all components. Every RT-Component has an activity which is 
responsible for data processing with the purpose of device control, such as controlling a 
motor drive, speech recognition, video processing, etc. The life-cycle of an RT-Component 
can be observer in Fig. 3. 
 

 
Fig. 2. RT-Component architecture (OpenRTM-aist, 2007) 
 

 
Fig. 3. RT-Component life-cycle (OpenRTM-aist, 2007) 
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Once the RT-Components are filled up with content and ready to be used, they have to be 
integrated to form a robot system. The assembly of a system is helped by a Graphical User 
Interface (GUI) tool that manages a connection of InPort/OutPort between RT-Components 
like a control block diagram and performs activation/deactivation of an RT-Component. 
This GUI can be seen in Fig. 4. 
 

 
Fig. 4. User interface for system construction 

The scope of this chapter is narrow to involve further details about RT-Middleware and its 
evaluation. More can be found in references (Ando et al., 2005 a), (Ando et al., 2005 b). 

3. Distributed image analyzer 
This section presents the Distributed Image Analyzer, which is a framework for distributed 
information processing, with a special respect on image processing. It was designed to 
overcome the heavy computational load of image processing and vision related operations. 
Image processing tasks are packed in modules and are distributed on several computers, 
forming a grid computing system. Also it provides a high level of modularity so that 
modules can easily be connected with each other. Another consideration is that the display 
of visual data can be done on any of the participating computers. This allows simultaneous 
supervision of many steps of an image processing algorithm on many screens connected to 
the computers participating in the framework. This feature is usually unavailable with most 
of the grid computing systems. The framework can accommodate several modules that are 
processing nodes of a dataflow-like module graph. 
New modules can easily be constructed and added to the framework; only the information 
processing function has to be implemented. The modules represent the operators for 
information processing in the framework. They are designed to cooperate as a distributed 
network of modules, allowing a higher level of complexity. A module provides standard 
interfaces for communication through a container. Every module can be treated the same 
way, as a �“black-box�”. The development of a new module is very efficient. A new module is 
derived from the same class (CoreModule). This holds the communication interfaces and the 
Application Programming Interface (API), only the data processing part of the module has 
to be implemented. 
The modularized system architecture is not only achieved by standardized communication, 
in Distributed Image Analyzer framework the Dynamically-Loadable Library (DLL) 
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technology is also used, which is a basic technology in Microsoft Windows environment. 
Every module is isolated in one DLL file and can easily be distributed over the network. There 
is no need for setup or installation, the DLL containing a certain module is copied to a 
specified directory and can be immediately used. This becomes possible by introducing a 
parent class (CoreModule) for the modules, where the basic interfaces are specified as virtual 
functions. When a new module is created, it is derived from CoreModule, and the virtual 
functions are implemented in order to perform the necessary data processing functions. The 
framework handles the modules through the interfaces defined in CoreModule, and has no 
specific information about the inside of any module. A DLL containing a module is loaded 
into memory and treated as a CoreModule type. The communication between modules is based 
on events: there is an event for data receiving (called IncomingDataEvent) and data sending 
(called OutgoingDataEvent). The management of each module and connection establishment 
between modules are done by the framework. This architecture can be seen in Fig. 5. 
 

 
Fig. 5. Architecture of Distributed Image Analyzer 

As a reference the following modules are implemented: 
 Camera Module, to simulate an eye of a robot 
 Edge Detector Module, to detect edges 
 Motion Detector Module, to demonstrate an application of image processing 
 Colour Mode Converter Module, conversion between colour spaces 
 2D-3D Converter Module, 3D stereo calculations 
 Display Module, to display the result of image processing 

The similarity between the architecture of the Distributed Image Analyzer framework and 
the RT-Middleware, which can be noticed from the previous paragraph, makes the module 
integration to RT-Middleware easy. Only an interface conversion is needed between the 
modules used in Distributed Image Analyzer framework and RT-Middleware. This allows 
new image processing algorithms to be tested without involving a robot and after successful 
test, seamless integration to real environment is possible. This is demonstrated in Fig. 6. 
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Fig. 6. Integration of an image processing module to RT-Component 
After the introduction of the basics of a vision system for robots, in the next section one of its 
applications is shown. 

4. Vision system for old Numerical Control (NC) machines 
One example of vision systems in industrial environment is a supervisory system of old NC 
machines; these machines are usually manufactured before 1980s and lacks capability of 
Input/Output communication. In that time, these were produced to be as user friendly as 
possible and only had output through low quality monitors. Even though some might be 
able to communicate with Personal Computers (PC), it was only one way communication 
and can only be used from program uploading/downloading. In order to monitor the state 
of manufacturing process an operator should always observe the screen of NC machine and 
decisions made by the operator are mainly based on the information shown on the screen. 
Based on this idea the operator can be replaced with a vision system, which can detect 
changes in the screen of machines and can also provide input for other elements in flexible 
manufacturing systems, also an industrial robot that is used for feeding the NC machine 
with raw material can be utilized to �“operate�” the machine by pushing buttons on the 
operator console. Full remote control of old NC machines can be achieved by this solution. 
Fig. 7. shows a flexible manufacturing system with an industrial robot and an NC machines. 
In this case the vision system is constructed of a digital camera and a PC, which uses image 
processing tools for Optical Character Recognition (OCR). From the image acquired by the 
camera, numerous data can be extracted (position, distance to go, current line of the running 
program, operator messages, etc.). These data describes the current state of the NC machine. 
For OCR artificial neural networks are trained and used for character recognition. This 
makes the system robust and self learning. The novelty of the system is not the technology 
behind (OCR is used for over 20 years now), but the application of it in such an industrial 
environment. OCR is mainly used in industry for tracking objects (serial number 
recognition, container localization (Elovic, 2003)), but in this case utilized as a supervisory 
system.  
In the following section after a small introduction of neural networks, the structure and 
realization of the vision system will be introduced. 
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Fig. 7. Example setup of flexible manufacturing system, where the operator is replaced by a 
camera system and an industrial robot 

4.1 Artificial neural network 
Modeling functions and systems with neural networks (Gurney, 2003) is a developing 
science in computer technologies. This special field derives basis from biology, especially 
from brain of humans. It is well known, that human brain is constructed from neurons and 
interconnections among neurons, which are called synapses. One neuron can be connected 
to thousands of other neurons, which results a complex system and provides high level of 
parallelism. So thus, makes the human brain capable of recognition, perception of objects, 
human beings, animals, speech, etc. Also this is the explanation for the damage recovery 
capabilities of the brain. 
On the other hand the computers used in everyday life are working in serial mode, which 
means that only one instruction is processed at a time. Measuring the reaction time of a human 
brain would result millisecond response, and would result nanoseconds in case of an average 
computer. Despite of this speed difference, until now, computer technology has not reached 
the level of the understanding of human brain. This inspired researchers to use the speed of 
modern computers and the parallel model of the human brain to create artificial intelligence. 
The combination of the speed and parallel computation model resulted mega leap in solving 
complex problems, which were previously believed to be impossible to solve. 
Power of the neural networks is the fact, that they are nonlinear, which make them capable 
of solving nonlinear problems, while observing the limits in dimensions. It is easy to apply 
to any kind of problem and there is no need to know the exact data representation, unlike 
traditional statistical nonlinear methods. A neural network learns by examples, the more 
provided the better network is created, which is the same as how children learn. 
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4.2 Multi-layer perceptron neural network model 
Nonlinear functions, such as Optical Character Recognition (OCR) (Bhagat, 2005), cannot be 
learned by single-layer neural networks. Hence use of multi-layer neural network is a must. 
A multi-layer neural network is constructed from one input layer, one or more hidden 
layers and one output layer. In Fig. 8 this structure is introduced. Each layer has a 
predefined amount of artificial neurons (perceptons). The Multi-Layer Perceptron Neural 
Network (Haykin, 1998) is a feed-forward network, where the layers are in distinct 
topology. Every artificial neuron is connected to each of artificial neuron in preceding layer. 
The artificial neuron receives number of inputs. Input can be either original data (in case of 
input layer) or from the output of other neurons in the network. Each connection has 
strength, called weight, which corresponds to synaptic efficiency of biological neuron. Every 
artificial neuron also has a threshold value, which is subtracted from the sum of incoming 
weights. This forms the activation of neuron. Activation signal is passed through the 
activation (transfer) function, called sigmoid function. The result of the activation function is 
the output of the artificial neuron. 
 

 
Fig. 8. Example of Multi-Layer Perceptron Neural Network 

4.3 Structure 
The vision system structure can be observed in Fig. 9. The image acquired by a digital camera 
is transferred to a PC, where the OCR is executed. The result of the OCR is the information 
shown on the operator screen. Based on this, different tasks can be carried out: instruct 
industrial robot to push a button, change I/O levels, stop NC machine, program upload, etc. 
The system is constructed from modular parts. Every component can be replaced to 
machine (where is the needed information on the screen) and camera (connection type) 
specific module. In the setup phase also the neural network (layer and neuron number, 
weights and learning rate) can be customized. 

4.4 Realization 
The Multi-Layer Perceptron Neural Network is trained with back propagation learning 
algorithm (Rojas & Feldman, 1996) and for the activation function bipolar sigmoid function 
is used (1): 
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where is the parameter that decides the gradient of the function and x  is the sum of the 
outputs of the previous layer. 
 

 
Fig. 9. Vision system structure 

The training uses two inputs: the well formatted input image, captured by the digital 
camera, and the desired output. Both inputs are represented as binary values (0 or 1) and the 
process is shown in Fig. 10. 
 

 
Fig. 10. Processing of input image 

In order to get a well formatted image the following steps are executed: 
1. Screen colour extraction (usually the old NC machines use one colour), the goal is to 

achieve higher contrast 
2. Threshold filtering 
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With these steps an image will only contain black and white pixels. The black pixels are 
representing the binary value 1 and the white pixels represent 0. When only a specific region 
(Region of Interest) is needed, the image is cropped after this stage to specific dimension. 
1. Characters are detected 
2. Characters are converted to matrix representation (binary values of pixels) 
These matrixes form the first input of the training. 
The second input is the desired output: the 16bit Unicode representation of the detectable 
character (e.g. X = 0000000001011000). 
The training is using character sets, which are machine specific (images and binary value of 
the characters). 

4.5 Results 
The neural networks weakest point is the training. Experiments were carried out to define 
the layer number, neuron numbers in each layer, best learning rate and sigmoid function 
alpha value. The goal with the experiments was to achieve 100% character detection in a 30 
minute video stream of the operator screen. The character is stored as a 10*15 matrix, which 
results 150 neurons in the input layer and the output layer is composed of 16, because of the 
Unicode characters. Table 1. concludes the experimental results. 
 

Parameter name Parameter value
Layer number 3 

Neurons in 1. layer 150 
Neurons in 2. layer 300 
Neurons in 3. layer 16 

Maximum learning iteration 300 
Maximum average error 0.0002 

Initializing weight 30 
Learning rate 120 

Sigmoid function alpha value 0.014 

Table 1. Results of experimental trials for neural network 

5. Conclusion 
In this chapter an image processing framework (Distributed Image Analyzer) and its 
integration into RT-Middleware as RT-Components is introduced. The integration becomes 
possible by introducing a simple conversion between interfaces. By this interface, image 
processing modules can easily be loaded to RT-Middleware and provides an image 
processing and vision toolbox for building complex robot systems. 
If a simple image processing system is designed and implemented using the Distributed 
Image Analyzer toolbox in RT-Middleware, its advantages become apparent. Until now, 
vision components in robots were highly integrated to robot systems, without the possibility 
of reuse and easy adjustment. 
As a special kind of vision system, vision based observation of old NC machines is 
introduced. This supervisory system replaces an operator with a camera and an industrial 
robot. 
In the future the proposed image processing framework will be implemented and tested on 
a humanoid robot. 
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1. Introduction 
More and more applications (path planning of a robot, collision avoidance methods) require 
3D description of the surround world. This chapter describes a 3D projective reconstruction 
method and its application in an object recognition algorithm. 
The described system uses 2D (color or grayscale) images about the scene taken by 
uncalibrated cameras, tries to localize known object(s) and determine the (relative) position 
and orientation between them. The scene reconstruction algorithm uses simple 2D 
geometric entities (points, lines) produced by a low-level feature detector as the images of 
the 3D vertices and edges of the objects. The features are matched across views (Tél & Tóth, 
2000). During the projective reconstruction the 3D description is recovered. The developed 
system uses uncalibrated cameras, therefore only projective 3D structure can be detected 
defined up to a collineation. Using the Euclidean information about a known set of 
predefined objects stored in database and the results of the recognition algorithm, the 
description could be updated to a metric one.  
Projective reconstruction methods 
There are many known solutions to the projective reconstruction problem. Most of the 
developed methods use point features (e.g. vertices), but there are extensions to use higher 
order features, such as lines and curves (Kaminski & Shashua, 2004). The existing methods 
can be separated into three main groups. The view tensors describe the algebraic 
relationships amongst coordinates of features in multiple images that must be satisfied in 
order to represent the same spatial feature in 3D scene (Faugeras & Mourrain, 1995). These 
methods estimate fundamental matrix from two views (Armangué et al., 2001) or trifocal 
tensor from three views (Torr & Zisserman, 1997). The factorization based methods use the fact 
that collecting the weighted homogeneous (point) projection vectors into a large matrix 
(measurement matrix), the rank must be four, because it is a product of two rank four 
matrices. An iterative solution to solve this problem can be found in (Han & Kanade 2000). 
In bundle adjustment methods the reprojection errors between original image feature locations 
and an estimated projection of spatial feature locations are minimized. The solution for the 
problem can be found applying e.g. nonlinear least squares algorithm (Levenberg-
Marquardt). 
Object recognition methods 
The aim of object recognition methods is to recognize objects in the scene from a known set 
of objects, hence some a-priori information is required about the objects. These types of 
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methods are called model based object recognition methods, where predefined object 
databases are used to store the required information about the objects. There are many 
classification types of the applied (and stored) object models, such as object-centered or 
viewer-centered models, physical or geometrical models, rigid or deformable models, etc. 
The dimensionality of the used information is also changed in different recognition systems, 
there are 2D only, mixed and 3D only systems. The developed algorithms are usually 
evaluated against set of different criteria, such as search complexity, discriminative power 
and robustness. The appearance based methods use 2D images as object representations. Using 
multiple views, the stored information can be reduced to a minimal set. Here the intensity 
distribution of the images is used as the basis of the comparison of the similarity of the 
projected intensity image among views. The two different strategies are global ones, e.g. 
eigenface (Belhumeur et al., 1997) or local approach, where local properties of the images 
(neighborhood of edges or corner points) are used to improve the discriminative power, e.g. 
GLOH (Mikolajczyk & Schmid, 2005)). 
The aspect graph methods use the changes in the projected geometry of the objects and group 
views bounded by transitions of the geometry (Schiffenbauer, 2001). The information 
reduction is based on the determination of general views, which are equivalent with each 
other.  
The indexing based methods use those properties of the data that are invariant against a 
selected group of transformations. In this case the transformation describes the relationship 
between the object data as stored in the database and scene information, therefore the 
transformations could be rigid (translation and rotation), similarity (rigid and scaling), etc., 
up to the most general projective one (collineation). The most widely used methods are 
based on the geometric hashing (Wolfson & Rigoutsos, 1997). In this case subsets of features 
(points) are selected that can be used to form a basis and define local coordinate system with 
that basis. Calculating the coordinates of all of the remaining features in this coordinate 
system and quantizing the calculated coordinates a hash table is constructed. During the 
query a similar method is applied and vote is generated into the respecting entry of the hash 
table.  
Euclidean update methods 
The last step of the reconstruction is (if the robot control application requires) the update of 
the reconstructed data from projective to a metric one. There are several algorithms that 
address this issue. One group of applications uses known a-priori information to recover 
metric information. In (Boufama et al., 1993) e.g. the coordinates of known points, points 
laying on the plane of the given (reference) frame, known alignment of points on vertical or 
horizontal line and known distance between points are used to involve metrical information 
into the reconstruction. In (Faugeras, 1995) an update sequence is described, that converts 
the reconstruction from projective to affine, then from affine to Euclidean. The proposed a-
priori information is either the known motion of the camera, parallelity of lines (for affine) 
or angle between lines (for Euclidean) reconstruction. 
The other type of methods uses the hypothesis of fixed (but unknown) intrinsic camera 
parameters. These algorithms are known camera self-calibration methods. This yields the 
intrinsic parameters of the cameras using only imaging information. (Hartley, 1993) 
supposes that the cameras have common calibration matrices and uses nonlinear 
minimizations to calculate camera matrices. A huge nonlinear minimization is achieved to 
get the final description. 
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The chapter is divided in sections as follows. Section 2 gives an overview of the most 
important methods of projective reconstruction. The main part of the chapter is section 3 
dealing with object recognition based on a new indexing method. Section 4 presents a 
method of Euclidean reconstruction assuming uncalibrated cameras for robot applications if 
the goal is to find the relative position and orientation between the gripper and the 
recognized object. Section 6 contains the conclusions and some directions of future 
developments. Section 7 is the Appendix summarizing the basic results of projective 
geometry and notations used in the chapter.  

2. Projective reconstruction 
The developed system uses two types of reconstruction algorithms, the first uses point 
features only and the other uses point and line features together.  

2.1 Cost function for points 
Using the pinhole camera model the projection equation for points can be written into linear 
form jiijij QPq . In this case the scale factor ij  denotes the projective depth of the given 

point. If there are m  cameras and Pn  points in the scene, then the number of projected 
image points (and scale factors) are Pnm . But only Pnm  are independent amongst 
them, therefore the projective depths should be decomposed into camera dependent and 
feature dependent parts. The decomposition equation can be written as a product of two 
other quantities: jiij . Using this decomposition, the projection of a point is described 

by jiijji QPq . This decomposition has some advantages: i) the system is described with 

the minimum number of parameters, therefore the parameterization is consistent. ii) the 
number of unknowns is greatly reduced. E.g. 120)(43),(40,3 ijjiP NNnm . 

If the ij  projection depths were known, the joint projection matrices iP  and the projective 

shape jQ  could be determined by using a rank 4 decomposition method, this is the base of 

the factorization methods.  
In order to minimize a physically meaningful quantity, the weighted reprojection error used 
in the cost function has the form 
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where the unknowns are jiji QP ,,, .  

2.2 Cost function for points and lines 
At first sight it seems a natural choice to extend the decomposition algorithm to lines simply 
writing the line projection equations into similar form as in the points-only case using the 
line projection matrix iG , see (A7) in Appendix: 
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But unfortunately i) the projective depth could not directly be interpreted for lines, ii) the 
mapping between elements of the point and the line projection matrices is a non-linear 
function, iii) there exists no distance metric that can easily (linearly) be expressed with the 
terms of 2D line. 
Therefore the original error function (1) was modified. The calculation of projective depths 
was eliminated using a cross product instead of difference, namely 

0~ jiijjiij QPqQPq . This error is an algebraic distance, it describes the incidence 
relation between the true (2D feature point) and the projected point. For lines, similar error 
metric (geometric configurations) was defined: 
 The incidence relation of 2D line feature and a projected 3D point is 0),( tkiik QPl , 

where ),( tkQ  is the t�’th point on the  3D line in Plücker representation (A3). The 
points can be extracted from Plücker matrix using SVD, see (A5) and (A25). This form 
can be used during the calculation of P matrices (resection phase). 

 The identity relation of the 2D line feature and a projected 3D line is 0)( kiik Gl . 
This form can be used during the calculation of  vectors (intersection phase). 

 The containment relation of 3D line and a plane. The plane can be determined as a 
backprojected 2D line: ik

T
iik lPS . The line k  lies on the plane if 0)( kikSU , where 

)( ikSU  is defined by (A10) in Appendix. This form can be used during the calculation 
of  vectors (intersection phase). 

2.3 Minimization of the cost functions 
It can be seen, that the cost functions )(PE  and )(LE  are nonlinear in the unknowns and 
their minimization is similar. A possible solution could be the use of the Levenberg-
Marquardt method and general initial values to directly minimize this cost function. But 
fortunately the parameters to be estimated can be separated into different groups, because 
they are "independent" from each other (e.g. 3D features are independent from each other, 
because they depend only on the objects in the scene and they are not influenced by the 
projections). This is the well-known resection-intersection method that holds every group of 
parameters fixed, except those, that are currently minimized. Therefore the minimization of 

)(PE  can be achieved in repeated steps. After every iteration the revaluation of the ij 
weighting factors are achieved and the actual value of the cost function is calculated. If the 
cost is less than a desired threshold (or maximum allowed number of iterations is reached), 
the algorithm terminates. The estimation of the given entity can be calculated by making the 
derivative of )(PE  by the respecting entity to zero and the solution can be found in closed 
form for each of the features, see (Tél  & Lantos, 2007) for details. 
For the more general mixed case the detailed calculations are as follows. The error function 
for the intersection phase is  
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where )(),( kiikikif GllP  or kikikif SUlP )(),( . 
During this phase, the Pi (therefore the Gi) projection matrices are held fixed. After some 
manipulation the )(IE  can be written into the following form: 
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where iijijI PqA ][,  and iikikI GlB ][,  or )(, ikikI SUB . The estimation for the j�’th 

feature can be calculated by making the derivative of )(IE  by jQ  and k  to zero, 

respectively. After the differentiation the solution for each iQ  and k  can be found in 
closed form. During the calculation of jQ  an additional constraint must be introduced, in 

order to eliminate trivial all zero case. The solution of the problem for jQ  is the normalized 

eigenvector corresponding to the smallest eigenvalue of the matrix 
m
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During the calculation of k  lines, two additional constraints must be fulfilled. The first 
one is the elimination of the trivial (all zero) case, the second one is the Plücker constraint 
for vector k , see (A3). The measurement error part is similar to the point-case but here the 

matrix is 
m
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2
,, BBD . The error function with the constraint can be written into 

the matrix equation 0)( , kikI
T
k D . Taking the derivative by k  and rearranging 

the terms yields ):(  kkikID , . The matrix  in (A4) is invertible and 
1 , therefore the (approximate) solution of the problem for k  is the vector 

corresponding to the smallest singular value of the matrix ikI ,DD . 
The error function for the resection phase is  
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During this phase the jQ  and j  entries are held fixed. Again the cameras are independent 

from each other. After some manipulation )(RE  can be rewritten into the form 
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The estimation for the i�’th camera can be calculated by making the derivative of )(RE  by iP  
to zero. Note, that in this case the error function contains only the �“point-form�” P  of the 
projection matrices. An additional constraint must be introduced, in order to eliminate 
trivial 0p  case. The solution of the problem is the normalized eigenvector corresponding 
to the smallest eigenvalue of the matrix  
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2.4 Initialization of the entities 
The parameters of the cost function are estimated using an iterative method, therefore an 
initial estimation for its values is required. The developed initialization algorithm: 
1. Choosing a subset (pair) of views and subset of points that can be seen on all of the 

selected images (note: the developed algorithm chooses the views that have the largest 
number of point correspondences). Using these points a rank 4 factorization method is 
achieved. This gives initial estimation for the given projection matrices and for selected 
points. 

2. Calculate the projection matrix of a new (not yet processed) view using the points 
detected on that view and have the spatial coordinates already determined. This can be 
achieved in closed form using SVD. 

3. Calculate the spatial coordinates of the not-yet initialized points, that have projection on 
the images with determined projection matrix, by using triangulation-like method  
(Hartley & Sturm, 1997). This means the determination of a point which has minimal 
distance from the rays connecting the image points and the camera focal points in least 
squares sense. The solution can be found using SVD. 

4. In order to initialize the line features, the algorithm uses the fact that ij
T
iij lPM  yields 

a plane that goes through the optical center of the camera and the projected image of 
the line. Theoretically these planes intersect in the spatial line. Taking more than two 
views, the solution can be found using SVD. The matrix T

mjij MMA  is a rank 

2 matrix, therefore the two left null vectors yield two points whose join yields the 
desired line equation. 

The algorithm repeats steps 2 and 3 until all of the projection matrices are calculated. 

2.5 Minimization remarks 
The two developed algorithms have some common properties.  
 Handling of missing data (features having no projection on the given view) during the 

minimization is simple, the algorithms skip those entries in the error function that do 
not have valid qij, lik respectively. 

  In order to eliminate the effect of the outliers (caused by badly matched feature 
projections), the camera matrices are estimated only from some subsets of the features 
in each iteration cycle. These features are selected in a random way and the projection 
matrix yielding the smallest reprojection error is used in the further steps. The ij 
weights can be used to make the algorithm more robust, e.g. decrease the influence of 
features with larger error. 

3. Object recognition 
The developed object recognition method uses permutation and projective invariant based 
indexing to recognize known object(s) in the scene. A verification step is achieved to finalize 
the results. 

3.1 Invariants 
During the recognition process two sets of entities are used. The first one is the feature sets 
of the object as stored in the object database. The second one is the features of the recovered 
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scene. Some elements (a subset) represent the same entity in different context (e.g. two 
representations of the geometric primitives in different coordinate systems). In order to 
determine the pairing of the two representations of the same entities the process requires the 
usage of those properties which are not changing (invariant) between representations. 
Formally this can be written into the following form. Let TT denote the (linear) 
transformation between representations and G  denote the geometric structure that 
describes the configuration. The number of functionally independent invariants can be 
calculated as  

 )dim()dim()dim( GI TTGN , (2) 

where GT  denotes the isotropy subgroup (if exists), that leaves G  unaffected using T  and 
)dim(  denotes the dimension of the given entity. 

In case of projective invariants the relation between the two representations (Euclidean 
object database vs. output of the projective reconstruction) can be described with a 3D 
projective transformation (collineation). The number of parameters which describe the used 
entities are as follows. 
 3D point can be described with a 4-vector determined up to a scale. The degree of 

freedom is 3. 
 3D line can be described with a 6-vector determined up to a scale and a constraint 

(Plücker). The degree of freedom is 4. 
 3D projective transformation can be described with a 4x4 matrix determined up to a 

scale. The degree of freedom is 15. 
Using these values the minimum number of entities to determine the invariant(s) is: 
 6 points yield 301536  independent invariant 
 4 points and a line yield 1015)434(  independent invariant 
 2 points and 3 lines yield 3015)4332(  independent invariants 
 3 points and 2 lines yield 2015)4233(  independent invariants 
 4 lines yield 211544  independent invariants 

The basic element of the projective invariants is the cross ratio and its generalizations for 
higher dimensions, see (A12), (A14) and (A15). In the following, using the different geometric 
configurations to calculate invariants, it is supposed that the elements are in general positions. 
Apart from the trivial degenerate cases, the nontrivial configurations will be determined. 
An invariant could be undetermined, if one or more determinants are zero. This means 
coincident point(s) and/or lines. All of these cases are eliminated from further investigation.  
Invariants of 6 points 
As shown in (2) and also e.g. in (Quan, 1995), the number of independent solutions is 3. 
Using the ratio of product of determinants, a possible combination of independent 
invariants are: 
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There are many ways to create a geometric configuration to represent the situation from 
which it is possible to calculate the cross ratio. Taking two points 1Q  and 2Q  as the axis, 
and using the remaining points 6,5,4,3, iiQ , four planes (pencil of planes) can be formed. 
The cross ratio of these planes can be determined as the cross ratio of points created as the 
intersection of these planes with an arbitrary line not intersecting the axis. 
Invariant of 4 points and a line 
Let 2,1,, iiLQ  denote two arbitrary distinct points on the line. In this case the invariant in 
the determinant form is: 
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||||
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422,1,312,1,
QQQQQQQQ
QQQQQQQQ
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The geometrical situation is similar to the 6 point case, but the axis of the pencil of planes is 
the line.  
Invariants of 3 points and 2 lines 
Let the two lines be denoted by L  and K , and 2,1,, ,, iiKiL QQ  are two points on these 
lines, respectively. As shown above, there must be two independent invariants for this 
configuration. 
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A possible geometric configuration to determine the cross ratio is the three planes formed 
by L  and points 3,2,1, iiQ , and the plane generated by the three points. Using the line 
K  to cut through these planes, the intersection of the line and the planes gives four points. 
The other invariant  can be determined by interchanging the role of the lines. 
Invariants of 2 points and 3 lines 
Let 3,2,1, iiL  and 2,1, jjQ , be the three lines and two points, respectively. 

Geometrically, four planes could be defined from a pair of a point and a line. For example, 
let the four planes: ),( 11 QL , ),( 21 QL , ),( 12 QL  and ),( 22 QL . The remaining line 3L  
intersects these planes and the four intersection points on the line determine the cross ratio. 
The other two invariants could be calculated using lines 1,3 and 2,3 in plane definition. 
Invariants of 4 lines 
Let 4,3,2,1, iiL  be the four lines. This configuration has 211544  projective 
invariants, because there is an isotropy subgroup of any collineation of 3D projective space 
that leaves the four lines in place (Hartley, 1992). Algebraically the invariants can be written as: 
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where ji ,Q  denotes the j�’th point on the line iL . 

3.2 Projective and permutation Invariants 
It is shown in (A13), that there are six possible values for the cross ratio for four collinear 
points. Using higher dimensional configurations, the situation is worse, 6 points has 6!=720 
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possible labeling. Therefore in order to use the invariants for indexing in the object database, 
the complexity of the query must be reduced. This means that the effect of labeling 
(permutations of the geometric entities) must be eliminated.  
As it was shown previously, the invariants of different geometric configurations of points 
and lines can be written as the ratio of product of determinants. According to the simplest 
generalization of the form, at least 3N  points required in an N -dimensional space, thus 
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It can be seen, that in this case the changing of the labeling of the first 1N  points leaves 
the value of the invariant intact (the sign changes of the four determinants cancel each 
other), the permutation of the last four points yields the six different values. Therefore the 
permutations inside the invariant can be separated as  

)),,,(),,(()),,,,,(( 32121113211 NNNNNNNNN II QQQQQQQQQQQ  

where  denotes the permutations of the elements. Interchanging the elements between  1 
and 2 yields other invariants. Putting together, the projective and permutation invariants 
must fulfill two requirements: 
 Problem 1: Eliminate the effect of the six possible values of the cross ratio. This can be 

accomplished using algebraic or stereographic permutation invariants. 
 Problem 2: Eliminate the effect of interchanging the elements between 1  and 2 . 

Permutation invariants for cross ratio 
In the solutions proposed by (Meer et al, 1998), (Csurka & Faugeras, 1999), the elimination of 
the effect of the different labeling inside the cross ratio is achieved in an algebraic way using 
higher order symmetric polynomials. The developed method follows a different method, 
applies a stereographic projection and a periodic function to give a solution for Problem 1. 
Stereographic permutation invariants for cross ratio 
As it can be seen in Fig. 1 (left), the plot of the six possible permutations of the cross ratio is 
symmetrical to the value 5.0  and (projectively) . By pairs equating the three basic 
functions (occurs in cross-ratio) }1,/1,{ xxx  yields 1/1 xxx  and 5.01 xxx , 
the mapping of these values could be calculated. (Note that the third possible combination 

xx 1/1  does not give real solution.) 

 
Fig. 1. Effect of permutations inside cross ratio (left), stereographic projection (right) 
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Considering Table 1 (note, that in projective manner the values  and  represents the 
same) it can be concluded, that the key values of the six mappings are ),2,1,5.0,0,1( , 
because they form a closed set respecting to these mappings. In order to generate 
permutation invariants, application of such periodic function(s) is required that gives same 
value to the six possible combinations of the basic functions. This could be achieved in a two 
step process. 
 

X -1 0 0.5 1 2  
1/x -1  2 1 0.5 0 
1-x 2 1 0.5 0 -1  

Table 1. Key values mappings inside cross ratio 
Stereographic projection 
In order to define a periodic function, the mapping of the infinite line (possible values of 
cross ratios) onto a circle is required. This could be achieved with the stereographic 
projection (used in the developed system, Fig. 1, right) or gnomonic projection. The 
parameters of the circle can be determined from the following constraints 
 The values in the same pair must be mapped on the opposite side of the circle 
 The infinity on the line must be mapped into the �“north pole�”. Therefore the value 0.5 

must be on the �“south pole�” (at point P). 
 The arrangement of the (six) key values must be symmetrical. 
 The mapping is continuous. 

This yields, that the values )0,1,,2,1,5.0(  are mapped onto the angles 
)3/5,3/4,,3/2,3/,0()(POB , respectively. Note, that the )()(2 POBPNB , 

because )(POB  is the central angle and )(PNB  is the respecting inscribed angle. The 

radius of the circle can be determined as 
))(tan(22

))(tan(
PNA
PAr

r
PAPNA . 

Substituting the values ,5.0,1( PA  )3/1))(tan(,6/)( PNBPNB  gives 

4/3r . The PDF (probability density function) of the stereographic permutation 
invariants is shown in Fig. 2. 

 
Fig. 2. Probability density function of stereographic permutation invariants 
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Fig. 3. The effect of nonlinear periodic functions (upper line) to the approximations of 
uniformly distributed PDF (lower line) 
Application of a periodic function 
Using the output of the stereographic mapping, the aim is to define a periodic function that 
fulfills the 5,,0)),6/(()( kkIJIJ pp  requirement. From the practical point of view, 

the outputs of the tested functions are mapped into ]1,0[  interval. In order to apply a simple 
(Euclidean) distance function during the indexing, a nonlinear transformation must be 
defined such a way, that the output density must be close to the uniform one.  Amongst the 
several possibilities, the following functions (whose period is /6, against xx))(arcsin(sin  
whose period is 2 ) are tested (see Fig. 3 and note, the first row shows only one period of 
functions): 
 )3(sin2

1 IJp  

 |))3(arcsin(sin|)/2(2 IJp  

 )|))3(arcsin(sin|)/2(arcsin()/2(3 IJp  

 86.0)))6/((6)((57.04 IJIJJ pbpbp , where  

        )|))3(arcsin(sin|)/1(arcsin()/1( IJpb  

Examining the PDF of the invariants applying the different functions, it can be seen that the 
Jp4 gives the PDF closest (most similar) to the uniform distribution.  
The output of the periodic function gives the solution to the Problem 1.  
Elimination of the effect of element interchanges 
The next step is to eliminate the effect of interchanging the elements between two 
permutation groups (giving solution to the Problem 2). The number of possible combinations 

is 4
3N . Therefore the permutation invariant is not a single value but a vector J . In order 
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to remove the effect of the initial labeling of 3N  points, the vector must be sorted. The 
applicability of the following configurations is checked: 6 points, 1 line + 4 points, 2 lines + 3 
points, 3 lines + 2 points, 4 lines, 5 lines.  
Configuration: 6 points 
In case of six points, interchanging the elements between the permutation groups yields the 
invariant vector  
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where 1I , 2I  and 3I  are the invariants belonging to the permutation group 
)6,5,4,3()2,1( 21  of points, )(S  denotes the sorting operator. The number of points in the 

configuration is six but the vector J  has 15 elements. Therefore no one-to-one mapping 
exists between the points and the elements of the vector. Instead, the mapping exists 
between pairs of points and the respecting vector element. The first five elements in (3) 
depend on 6,,2),( 1 iiQQ , the next four depend on 6,,3),( 2 iiQQ , and so on. 
Finally the last element depends on )( 65QQ . This means, that building a 6x6 table, 
according to the indexing with J , the ordering of the points between two sets of respecting 
six point configurations can be determined in the following way. 
We describe our concept for the 6-point case. Similar technique can be used for other feature 
combinations. The object database contains objects and the objects contain also points, from 
which different subsets containing 6 points can be built. The database contains Euclidean 
information belonging to the subset of points. From this information using the the 
homogeneous coordinates of the points the invariants can be computed. By using the 
nonlinear function Jp4 the 15 (normalized) components of the vector J can be computed and 
sorted and the permutation p after sorting can be determined. This pair of J and p are 
precomputed and stored in the database before application. In the scene we can choose 6 
point features and from their 3D projective coordinates we can determine another pair of J 
and p in a similar way during application. The basis for finding corresponding sets of points 
are the J�’s both in object database and scene. The J�’s are compared using Euclidean distance 
and a tolerance. Corresponding sets of points are marked and the collineation mapping 
points from scene into points from database is determined. This collineation makes it 
possible to map further points from the scene into database and check for correspondence. 
Thus the set of corresponding points belonging to the same object can be enlarged. In the 
success indices a  and b  identify the sets in database and scene, respectively. The main 
problem is that the order of the points in database and scene may be different. The details 
are as follows. 
After sorting of the vectors aJ  and bJ , let ap  and bp  contain the permutation indices of 
the elements, therefore if 15,,1),()( iii ba JJ , then element indexed by )(iap  
corresponds to )(ibp . Defining the vector V  according to Table 2 yields that the pair 

)( iapV  corresponds to )( ibpV , e.g. }3,2{)6())1(( VpV a  corresponds to 
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}5,4{)13())1(( VpV b . Let A  be a 66  (symmetric) table, where )())(( ii ab pVpVA . 
The i�’th point in the set 'a' corresponds to j�’th point in the set 'b', iff every element in the i�’th 
row of A  contains the index j. 
For example a query from the scene into the database contains the sorted vector and 
permutation: 

9739.09517.07257.07185.07054.04341.04270.0
3269.03196.00667.00420.00344.00322.00247.00075.0Ja  

133154521181149710126pa  

The resulted entry from the database gives: 

9816.09513.07315.07219.07037.04367.04270.0
3309.03209.00909.00572.00468.00441.00338.00103.0Jb  

912162107811541514313pb  

The vector V is given in detailed form in Table 2. 
  

I 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
V 1,2 1,3 1,4 1,5 1,6 2,3 2,4 2,5 2,6 3,4 3,5 3,6 4,5 4,6 5,6 

Table 2. Possible pairings in the six points configuration 

Using the permutation vectors 6)1(ap  corresponds to 13)1(bp , yields that pair 2,3 
corresponds to pair 4,5. Write 2,3 into the position 4,5 (and 5,4) of the 66  table and 
continuing the process gives the results in Table 3. 
 

 1 2 3 4 5 6 
1 * 5,6 1,6 3,6 2,6 4,6
2 5,6 * 1,5 3,5 2,5 4,5
3 1,6 1,5 * 1,3 1,2 1,4
4 3,6 3,5 1,3 * 2,3 3,4
5 2,6 2,5 1,2 2,3 * 2,4
6 4,6 4,5 1,4 3,4 2,4 * 

Table 3. Determine correspondences in six points configuration 
Searching for the common elements row-wise (e.g. 6 in the first row in Table 3) gives the 
final pairings of the features: 1-6, 2-5, 3-1, 4-3, 5-2, 6-4. 
A fault tolerant method is also developed. For example some numerically close elements in 
the corresponding vectors are swapped by sorting process, hence the table does not yield a 
valid solution, see the cells underlined in Table 4. 
The solution to the problem is the following. Fill another 6x6 table from the original one 
such that the element in (i,j) contains the number of occurrences of j�’th value in i�’th row of 
the original table. Then repeat the following process:   
1. Search for a maximum value in this new table. The row-column index gives the pairing.  
2. Fill the row and the column with zeros of the pair already found. If the current 

maximum value is less than the desired parameter (tipically 4, tolerating only one mis-
match), the pairing is not possible. 
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 1 2 3 4 5 6 1 2 3 4 5 6 
1 * 5,6 1,5 3,5 4,5 2,5 1 1 1 1 5 1 
2 5,6 * 1,6 3,6 4,6 2,6 1 1 1 1 1 5 
3 1,5 1,6 * 2,3 1,4 1,2 4 2 1 1 1 1 
4 3,5 3,6 2,3 * 3,4 1,3 1 1 5 1 1 1 
5 4,5 4,6 1,4 3,4 * 2,4 1 1 1 5 1 1 
6 2,5 2,6 1,2 1,3 2,4 * 

 

2 4 1 1 1 1 

Table 4. Determine correspondences in six points configuration (fault tolerant version) 
Configuration: 1 line, 4 points 
The calculation of the permutation invariant from the projective one is very simple, 
applying the function J  to the only one projective invariant. But no method is currently 
known to determine pairings from permutation and projective invariants, therefore this type 
of configuration is not used during indexing. 
Configuration: 2 lines, 3 points 
As mentioned earlier, the geometric configuration for this case could be traced back to the 
five coplanar points case. Therefore the results of (Meer et al, 1998) could be used, namely 
interchanging the elements between the permutation groups yields the vector 

 
)1(
)1(,

1
1,),(),(

21

12

2

1

2

1
212 II

IIJ
I
IJ

I
IJIJIJSDJ  (4)  

The elements of the vector can be determined by exchanging the first element with the 
elements at 5,,2 , respectively. 
But this is unnecessary, because the lines and points can be clearly distinguished, therefore 
the first element should only be exchanged with the second and the third one. Interchanging 
the two lines means applying II /1  mapping of the invariant (see the algebraic form). 
This means, that the permutation invariant vector should contain only 

2

1
21 ),(),(

I
IJIJIJSJ .  

If the pairing of the points and lines between two sets is required, the simplest solution is to 
calculate the vector defined in (4), because there is a one-to-one mapping between the five 
points and the five elements of D2J . A possible additional check is to pair points generated 
by line intersection with a similar one. 
Configuration: 3 lines, 2 points 
This configuration yields six planes, because a plane can be formed from a line and a point, 
where the point and the line are not coincident. In the projective 3D space the points and 
planes are dual to each other (principle of duality), therefore the results of the six points case 
can be used. 
Configuration: 4 lines 
The calculation of the permutation invariant from the projective one is simple, applying the 
appropriate function to the projective invariants. But no method is currently known to 
determine pairings from permutation and projective invariants, therefore this type of 
configuration is not used during indexing. 
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Configuration: 5 lines 
In order to be able to use line only configuration, from which the pairing can be determined, 
compound configuration must be used. The simplest one is 5 lines in general position. From 
5 lines five different 4-lines configuration can be extracted. A 4-lines configuration gives two 
independent invariants. Applying a function 5,,1,),( 2,1, iJJJf iii  yields five different 
invariants. From these invariants the pairing could be determined. 
Let the i�’th configuration be the one from which the i�’th line is excluded (1st configuration is 
built from lines 2,3,4,5, etc.). Let the unsorted 5-vectors be aJ  and bJ . Let the permutation 
vectors containing the output of the sorting be ba pp , , respectively. This means that the 

))(( iaa pJ  invariant equals to ))(( ibb pJ , therefore the (eliminated) lines )(iap , )(ibp  
correspond to each other. 

3.3 Object database 
The aim of the application of the object database is to recognize known, predefined 
(previously stored) object(s) in the scene. The stored information in the database is the 
invariant vectors computed from the 3D Euclidean description of the objects represented by 
homogeneous coordinates as described in the previous section. During the query the input 
is computed from the output of the projective reconstruction of the scene. The two sets of 
invariants must be paired (matched) in order to determine the corresponding feature 
configurations. Some additional attributes also stored that is required during verification. 
The developed system uses different tables for each of the possible configurations (six 
points, etc.). The attributes are the name of the candidate object, type and id of the stored 
features and the permutation of the features. These values will be used in a later processing 
step (verification). 
Metric definition and feature transformation 
The usage of the database algorithms (indexing) requires the definition of a metric that 
describes the similarity of the feature combinations. A definition of a metric uses a distance 
function d  that describes the (dis)similarity of the elements between two sets, where 

0d  denotes identical configurations and the dissimilarity is larger as d  increasing. 
Therefore d  forms a metric, because i) d  is a non-negative (real) number, ii) the relation is 
symmetrical, iii) fulfills the triangle inequality. In order to be able to compare the two 
feature sets, application of a feature transformation is required. This feature transformation 
maps the configuration properties into a D-dimensional vector space, where the distance 
between the vectors is defined. The distance between feature vectors must somehow 
correspond to the original (theoretical) distance between the features from them it was 
derived (eliminating false positives). Usually this means, that the distance between vectors 
is the lower bound of the original distance (this means that the small vector distance may 
yield dissimilar feature distance, but similar feature combinations always yield small vector 
distance). The properties used in the feature transformation are task dependent, in this case 
the feature configuration is described by an invariant vector defined in previous section. 
Therefore the feature transformation maps from features (described by its coordinates) into 
(vector)space of invariants. Many distance function can be created that fulfill the 
requirement of the definition. The most widely used functions can be described as 

pD

i

p
ii baL

/1

1
)()( . 
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Using the different values of p yields the Manhattan metric )1(p , Euclidean metric )2(p  
and maximum metric )(p . In the developed system the Euclidean metric is used. 
Query into the database 
The query process extracts those elements from the database that are closest to the querying 
element (exact matching is not probable due to noise during feature detection). This is the 
well-known nearest neighbors (kNN) problem. In our case the invariants are higher 
dimensional vector valued entities. The standard R-tree algorithm is very inefficient for 
higher dimensions (Moenne-Loccoz, 2005), due to the curse of dimensionality. The developed 
method uses X-tree (Berchtold et al., 1996). The query into the database extracts the closest 
candidates to the query vector (typically 2-5 are used). A tolerance is applied to eliminate the 
truly false matches. The remaining candidates are further processed in the verification step. 

3.4 Verification 
Because of the feature transformation the query eliminates only the false positives (those 
configurations, that are surely do not yield a valid answer to the query), the remaining 
candidates must be post-processed with a verification process. (Note: the query process 
should yield sufficiently small number of candidates in order to prevent the post-processing 
of the whole database.) 
Collineation between 3D feature sets 
Denote H  the 44  matrix of the invertible linear transformation (collineation), ii YX ,  the 
4-length coordinate vector of corresponding 3D homogeneous points. Let the corresponding 
line pair be iL  and iK , described by ii KL ,44  skew-symmetric Plücker matrices, see 
(A5). Let ri ,LX  be points on the line iL  and si ,KY  be points on the line iK , respectively.  

Let pi ,K  be planes that contains iK . If the iX  and iY , iL  and iK  represent the same 

entities in different coordinate frames (related by H ), then the relation between them can be 
written into the form ii HXY ~  and T

ii HHLK ~ , or using the entity-dependent scaling 

factors with equality iii HXY , T
iii HHLK . The aim is to determine H  from a given 

set of point and line pairs in a noisy environment (LS solution is preferable), in a closed 
form. The solution must handle any number of combinations of points and lines. The 
unknowns are the 16 elements of the H  matrix (and optionally the ),,1( Pi ni  scaling 
factors for points and the ),,1( Li ni  scaling factors for lines).  
Geometric solution 
Using point and line pairs together, the equations contain the unknowns in quadratic or 
mixed form. Therefore the direct applications of these functions are not advisable. Instead 
geometric constraints are introduced in order to calculate the desired collineation. Let  H  be 
assumed in vector form   

116h
TTTTTTHHH 4321)4,4()4,1()1,1( hhhh  

Point-point relations 
For points, the constraint equation is the scaling factor free algebraic distances  

 0)()( T
aii

T
bii bYaY hXhX  
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where the pairs { , } {4,1},{4,2},{4,3},{2,3},{3,1},{1,2}a b .  
The part of the coefficient matrix belonging to this point pair is 

 

44
44
44

44
44
44

00)2()1(
0)3(0)1(
0)3()2(0

)3()4(00
)2(0)4(0
)1(00)4(

iiii
iiii
iiii

iiii
iiii
iiii

YY
YY
YY

YY
YY
YY

XX
XX
XX

XX
XX
XX

 (5) 

Line-line relations 
In order to eliminate the higher order members of the cost function, the line-type entities 
should be eliminated, points and planes relations must be used. The points on the line and 
planes, whose intersection is the given line can be extracted from the Plücker matrix of the 
line using SVD, see (A5) and (A25). Any linear combination of two points and two lines can 
be used as pairs instead of the original ones (resulted from SVD). 
The two possible constraint types are: 
 The transformed points ri ,LX  should lie on the plane si ,K . Algebraically this means 

0,, s
T

r ii KLHX  where 2,1,sr . The part of the coefficient matrix belongs to this 

configuration is  

 rsrsrsrs iiiiiiii ,,,,,,,, )4()3()2()1( LKLKLKLK XXXX  (6) 

A plane can be constructed from a transformed point ri ,LX  and the line si ,K . If the point 

lies on the line, the plane equation must be invalid, 0 . Using the representation in (A5), 
let T

iO
T

iD
T
i ,, KKK , where iD,K  and iO,K  are 3-vectors. The plane can be generated 

using the matrix 0K
KK

K
iO

iOiD
i ,

,, . Applying to the transformed point, the plane 

equation becomes rr iii ,, LKK HX  where 2,1r . The part of the coefficient matrix 
belongs to this configuration is  

 rrrr iiiiiiii ,,,, )4,1()3,1()2,1()1,1( LKLKLKLK XXXX  (7) 

Estimation of H  
The equations (4), (5) and (6) yield linear constraints for the elements of the collineation H . 
Collecting these coefficients into a matrix A , the equations can be written into the form 

0Ah . Applying an additional constraint 1h  in order to avoid the trivial 
solution 0h , the problem can be solved in a closed form, using SVD, as the vector 
corresponding to the smallest singular value. 
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An optional step is a nonlinear refinement. This uses nonlinear Euclidean distance-like 
values, therefore it can be used only if the destination frame is a metric frame. For points, 
the error function is the Euclidean distance  

2

4)4(
)()(

i
T

i
T
j

i

i
point Y

jYE
Xh

Xh
 where 3,2,1j .   

For lines, the error function uses the direction difference between the orientation of the lines 
and the distance between lines. Let iDiD ,, ,LK  be the direction vector of the lines iK , iL , 
respectively. Similarly, let iPiP ,, ,LK  be a point of the lines ii LK , , respectively. Using the 
notations and the results of (A17) and (A18), the distance between lines yields: 

2

2
,,

,,
)()()()(

))()()(
bac

jbdaejcdbe
jjE iDiD

iPiPline
LK

LK   

where 3,2,1j .  The direction error can be calculated as the angle between direction vectors 
of the lines  

iDiD

iD
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LK

LK
 

The suitably weighted sum of these error functions are minimized with a Levenberg-
Marquardt nonlinear least squared optimizer. 
Verification with collineation 
In the developed object recognition system the output of the query is an ordered (matched) 
feature set (corresponding configurations). Initially these configurations contain only as 
many (minimum number) of features as required by indexing. During the verification 
process a 3D homogeneous transformation (collineation) is calculated (as described 
previously), that maps projective coordinates of the scene features into the Euclidean space 
of the candidate object. Checking those remaining object features that are not yet on the 
candidate list, corresponding scene features are searched (closest mapped scene feature, 
within a given distance threshold). If a sufficient pair is found, it is appended onto the 
support list of the given configuration. If the number of supports is above a limit, the whole 
transformation is stored for final consolidation processing. 

3.5 Consolidation 
Taking the space of the h vectors produced from the calculated collineation matrices in the 
verification case, the values are different due to the following effects. 
 Numerical differences between the calculated values of the same object-scene 

transformation caused by noise and other disturbance effects. This causes (small) 
variations around the true value of the transformation. 

 Object-scene transformation using different objects: the collineation that describes the 
mapping between the Euclidean frame attached to the object in database and the 
common projective frame in the scene is object specific. This could yield significantly 
different transformations. Note, that searching for a given collineation, other valid 
collineation data behaves as outlier (pseudo-outlier, see: (Wang & Suter, 2004)) 
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 Outliers yielded by invalid object-scene matching (real outliers). This effect can cause 
o significantly different values scattered randomly in the space 
o accidentally occurrence nearby a valid transformation 

Therefore the consolidation of the collineations is required. This could be achieved using a 
clustering. The requirements for this method are: 
 Determine the valid collineations from the voting space (determination of the cluster 

centers). Note, that regarding to the experiments the form of the clusters are not 
(hyper)spherical. 

 Detect the valid (possible more than one) collineation(s) in the voting space. This 
requires that the method be able to handle multiple structures. 

 Eliminate or tolerate the effect of outliers. Note that in extreme cases the total 
percentage of real and pseudo outliers could be above 50%. 

 Must be able to handle higher dimensional data (the 3D collineation yields 16-
dimensional vectors). 

Usually the clustering problems are solved with k-means clustering method, but the 
application of this method in the consolidation phase in not possible, because the number of 
clusters (valid object-scene transformations) is not known in advance. There are many 
clustering algorithms that can solve this problem, for example MUSE (Miller &  Stewart, 
1996), MDPE (Wang & Suter, 2004), FAMS (Georgescu et al., 2003), NDD clustering (Zhang 
et al., 2007). 
In the developed system two nonparametric clustering methods have been used, FAMS and 
NDD clustering. The FAMS is an iterative clustering method that estimates the densest 
regions (modes) of the multivariate space. The NDD clustering method is a noniterative 
algorithm that is capable to estimate shape free clusters based on the normalized density 
derivative of the multivariate space. The output of both algorithms is the clusterized data 
space formed from the collineations. The individual collineation estimates are extracted 
from each cluster by checking the errors of the collineations to the support feature pairs 
(original object and transformed scene features). After the determination of the clusters (the 
valid member collineations of each cluster), the transformations are upgraded using the data 
of the members only (refinement). 

4. Euclidean reconstruction 
In a typical robot control system metrical information (e.g. distance between the gripper and 
the object) is required, hence the Euclidean update of the projective reconstruction must be 
achieved. Taking the projection equation for points (without indices) PQq  it can be 
seen, that the result remains the same, if a collineation and its inverse is applied to this 
equation, namely HQPHq 1 . The same is true for lines. In order to select the metric 
information ( Q  contains Euclidean coordinates) from the many possible projective 
solutions, the value of H  must be fixed. The method must avoid the sensitive camera 
calibration during the reconstruction of scene. 
The developed method uses a-priori information, namely known 3D Euclidean data from 
object database that can be used together with the projective reconstruction to determine 
relative position and orientation between recognized objects. 
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As described earlier, in order to achieve the object recognition tasks, the used information 
about objects are stored in object database. The entries in the database consist of indices 
(created from invariants) and attributes. These attributes contain the coordinates of the 3D 
features of the objects, stored in object dependent (attached) metric coordinate system. There 
could be many source of information, for example CAD systems, processed range images 
(acquired by calibrated laser range sensors) or the applied stereo camera system itself is also 
capable to produce metric 3D information for object database using calibrated 
reconstruction. In this latter case, unlike during the free scene reconstruction, the cameras 
are calibrated and fixed, the objects are shown in prepared environment one-by-one. 

4.1 Transformation decomposition 
The coordinates of the features of the recognized objects are known in two coordinate 
systems, see Fig. 4: 
 Common projective frame of the scene, in this coordinate system every feature is 

described with its projective coordinates. This system is common for every object in the 
scene though it contains no Euclidean information. The projective information of the 
features is the output of the projective reconstruction.  

 Euclidean frame of an object (attached to the object) as stored in the object database. 
This information is object dependent and contains metrical data. Every object has its 
own Euclidean frame. 

 

 
Fig. 4. Coordinate frames used during the calculation of the Euclidean transformation  

Using this twofold description of the recognized features makes it possible to determine the 
relative Euclidean transformation (position, orientation) between object frames as occurs in 
the scene. If one of the frames is absolute (known in world reference frame), then it is 
possible to describe the scene in the absolute Euclidean coordinate frame. 
The candidate collineations between the common projective frame of the scene and the local 
frame of the recognized objects are already determined as the output of verification step of 
the object recognition. From the members of the given cluster in consolidation the 
collineation is updated from the candidates, therefore this is the most accurate estimation 
that is available. But there exists no internal constraint that could be applied to the elements 
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of the collineation during projective reconstruction. This means that the elements depend 
only on the data from which they are estimated, there is no inter-dependency between 
elements.  
However the calculation of the Euclidean transformation between objects allows 
introducing such additional constraints. Let the collineations of two recognized objects be 

AH  and BH , respectively. Let us suppose, that the collineations describe the mapping from 
scene frame into Euclidean object frames. In this case the displacement that describes the 
mapping from metric frame of the object A into metric frame of object B, can be calculated as 

AB HHD 1 . But matrix 144 Ts z
tD  describes a metric (Euclidean) transformation, 

therefore there are some constraints that must be fulfilled: 
  should  be a rotation matrix 

o Orthogonality condition: ITT  
o Non-reflection condition: 1||  

 The 0
2Tz  

 The value of  s  should not be too small or too large (valid scaling) 
Due to noise and other disturbances the matrix  is not a rotation matrix. The aim is to 
determine the �“closest�” rotation matrix R  to matrix . Find R  minimizing 2

FR  such 

that 0IRRT  and 1||R , where F  denotes the vector compatible Frobenius norm of 
the matrix.  
The solution can be found factorizing the matrix . The possible (most commonly used) 
matrix factorization algorithms that yield orthogonal matrix are the following: 
 Singular Value Decomposition (SVD) gives TVU  where U  and V  are 

orthogonal matrices. The drawbacks of the algorithm are: 
o Small perturbation could yield very different orthogonal factorization (though the 

singular values remain stable). 
o Theoretically there are infinite many ways as a rotation matrix can be composed 

from two other rotations.  
 QR decomposition gives QR , where Q  is an orthogonal and R  is a lower-

triangular matrix, respectively. The drawback is that the given orthogonal matrix is 
basis-dependent. 

 Polar decomposition gives RS , where R  is an orthogonal and S  is a symmetric 
positive definite matrix, see (A21) and (A22) in Appendix. If 1||R  (reflection 
included), then the decomposition can be written into the form: SIR )()(  

Using the polar decomposition let the original displacement matrix be factorized into the  form: 

TP

0
0S

0
0V

0
0R

0
tI

x
0ID 1111144 TTTTTs  

where s  is a scale, the matrices are responsible for perspectivity )(P , translation )(T , 
rotation )( , mirroring )(  and stretch (transformed shear, ), respectively.  
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Using the above decomposition the constraints can be expressed as the limit on physically 
meaningful quantities.  

 The perspectivity must be an identity matrix, this means that 0
2Tx . 

 The mirroring must be an identity matrix: IV . 
 The stretch must be an identity matrix: IS  or in a more general case a diagonal 

matrix, yielding isotropically or anisotropically scaled Euclidean transformation. 
 The value of s  should not be too small or too large (valid scaling). 

The translational part t  is unconstrained. 
The output of the algorithm is the Euclidean (metric) transformation between the two 
reference frames of the objects A  and B , that describes the relative position and orientation 
between two recognized objects. This information can be directly used in a robot control 
system. 

5. Results 
The developed system was tested against simulated and real data. The accuracy of the 
algorithm was tested with simple simulated scenes, where the precise value of the data is 
known. In the reconstrcution part, the base of the evaluation criteria is the reprojection error. 
For points this is the distance between the true (original) and the reprojected 2D coordinates. 
In case of lines, the reprojection error consists of two parts, the angle between the original 
2D line and the reprojected line, and a distance as the maximum of distances of the 
endpoints of the original line segments from reprojected line. Result of the simulations 
shows that the accuracy of the reconstruction depends approximately linearly on the noise 
added to position of the detected 2D features, Fig. 5. 
A sample image from the sequence overlaid with reconstructed features can be seen in Fig. 
6. The original images are 1024x1024 in size, the images of the reconstructed points are 
denoted with dark crosses, the lines are drawn with white.  
 

 
Fig. 5. Reprojection error of projective reconstruction as the function of noise level 
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Fig. 6. A sample image of the simulated scene used during the numerical experiments 

 
Fig. 7. Result of the object recognition using simulated scene 
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Checking the numerical results, the errors between the original (detected by a feature 
detector) and the reprojected (estimated) image features are in the range 0�…3 pixels for 
points, the angle error between lines are in the range 0..5 degree. 
The quality of the reconstruction depends on i) the accuracy of the matching algorithm, but 
outliers produced by false matches are eliminated using the robust version of the 
reconstruction; ii) the relative placement of the cameras, e.g. image sequence taken by 
cameras moving linearly away from the scene yields poor results. 
Fig. 7 shows the result of the recognition of the simple scene. On the left side, the features 
stored in the database are overlaid onto one of the image used in the reconstruction. The 
right side shows (from a new viewpoint) the alignment of the object features (red) as stored 
in the database and the transformed scene features (green). 
 

 
Fig. 8. Result of the projective reconstruction overlaid onto a real scene image 

 
Fig. 9. Feature alignment on the recognized object from real scene 
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The accuracy of the displacement calculation is also checked during simulations. The 
experiments show, that the translation error remains within 3% range of the original scene 
size, the rotation error (in Euler form) is within -3�…3 degree. 
The algorithm was also tested with real data in order to demonstrate its applicability. Fig. 8 
shows the features from the projective reconstruction. The alignment of the features on the 
recognized object is presented in Fig. 9. 

6. Conclusion 
The chapter describes a 3D projective reconstruction algorithm and its application in an 
object recognition system. The process first recovers the projective structure of the scene 
from 2D feature correspondences between images, then uses projective invariants to 
recognize known object(s) in the scene. Using the metric information attached to the objects 
in the database the system is able to determine the Euclidean structure of the scene and 
calculate the relative position and orientation between recognized objects. 
The novelties of the presented system appear on three levels. First, both of the reconstruction 
methods are iterative, but the calculation can be achieved in closed form inside every 
iteration step because of separation of the unknown parameters. In order to handle point and 
line features together, geometric constraints are used in the error function to be minimized. 
Both of the algorithms can handle missing features (one or more features cannot be seen on 
one or more views). The output of the projective reconstruction is 3D projective information 
about  the scene, namely homogeneous coordinates of point and line features. 
Second, the object recognition method uses indexing based on permutation and projection 
invariants. For different combinations of point and line features the generalized (higher 
dimensional) cross ratios (invariants against projective transformations) are determined. 
These values are mapped with a novel, stereographic based transformation and a periodic 
function to eliminate the effect of permutation of features inside the cross ratios. A new 
collineation based verification process was developed to eliminate false positive object 
candidates. 
As a final step, the system determines closest Euclidean transformation decomposing the 
nearly metric collineation between the recognized objects. This transformation is calculated 
from the collineations describing the mapping from the projective scene into the metric 
coordinate system attached to each of the object. 
The further development of the system can be the inclusion of 2D imaging information 
beside projective invariants into the object recognition. This could reduce the computational 
complexity by selecting a region of interest and supporting feature selection used in the 
indexing. This also improves the selectivity of the recognition algorithm and eliminates false 
matches. The current implementation needs the choice of a large number of parameters. 
Another research direction is the automatisation of their selection for typical application in 
robotics. 

7. Appendix 
Points, lines, planes and transformations in projective spaces 
A point in projective n -space nP  is given by a )1(n -vector of coordinates 

T
nxx ),,( 11x . At least one of these coordinates should differ from zero. These 
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coordinates are called homogeneous coordinates. Two points represented by the vectors x  
and y  are equal iff there exists a nonzero scalar  such that ii yx , for every i  

)11( ni . This will be indicated by yx ~ . 

A collineation from mP  to nP  is a mapping represented by a )1()1( nm  matrix H  by 
which points are transformed linearly: Hxxx ~ . 

In the projective plane 2P  points are denoted by  the 3 -vector Twyx ),,(q . A line l  is also 

denoted by a 3 -vector. A point q  is on the line l  iff 0qlT . In this sense points and lines 

in 2P  are dual entities. A line l  passing through the points 1q  and 2q  is given by  

21~ qql .  

In the 3D projective space  3P  points are denoted by  the 4 -vector TWZYX ),,,(Q . In 3P  
the dual entity of the point is the plane, which is also denoted by a 4 -vector. A point Q  is 

located on the plane  iff 0QT . A 3D line L  can be given by the linear combination of 
two points  2211 QQ  or by the intersection of two planes 21 . 

Transformations in the images are represented by homographies of 22 PP . A homography 
is represented by a 33  matrix H . Again H  and H  represents the same homography. A 
point is transformed as Hqqq ~ . Points and lines are transformed according to  

 Hqqq ~  and lHll T~ .  (A1) 

Similar reasoning gives in 3D space 3P  the following equations for transformations of 
points and planes by a 44  matrix: 

 T : TQQQ ~  and T T~ . (A2) 

Plücker representation of lines 
Let the points TT WWZYX ),(),,,( 1111111 XQ  and TT WWZYX ),(),,,( 2222222 XQ  

define the line L  in 3D projective space 3P . The Plücker representation of the line is given by 
the direction of the line DWW LXX :1221 and the normal of the plane spanned by the 
vectors OLXX :21 . The Plücker representation is a 6-vector satisfying 

 TTT
O

T
D LLLLLL ),,,,,(:),(: 654321LLL  (A3) 

 0
2
1:),(

2
1

3333
3333

635241 LLL
L

0I
I0LLLL T

O
DT

O
T
DO

T
D LLLLLL . (A4) 

The Plücker matrix  of the line is the skew-symmetric matrix  

 
0L

LL
QQQQ T

D

DOTT ][
~: 1221  (A5) 
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Point and line projection matrices 
The projection matrix for points is given as PQq ~  where 

 133343 pP . (A6) 

Let l  be the projection of the 3D line L  and 21 ,qq  be the projections of the points 
TT W ),( 111 XQ , TT W ),( 222 XQ  defining the 3D line. Then )()(~~ 2121 PQPQqql  

and the projection of the line can be written as GLqql 21~  and  

 TpG ][  (A7) 
is the line projection matrix. 
Line on a plane in 3D 
Plane:  

 TTT DDCBADCzByAx )(),,,(0 AS  (A8) 
Line in Plücker representation:  

 TT
O

T
D ),(: LLL  (A9) 

Intersection point:   

 LSUL
L

0A
AI

LSU

)(:
][

)(
31

33
O
D

T
D

 (A10) 

Line on the plain:  

 0LSUSL )(  (A11) 
Cross ratio and generalizations 
Let M  and N  be two distinct points in n -dimensional projective space nP . Any point on 
the line spanned by M  and N  can be parametrized as NMQ  where ),(  are the 
homogeneous coordinates of the point Q  on the line. Let 4,3,2,1, iiQ  be four ponts on 
the line spanned by M  and N  having homogeneous coordinates 4,3,2,1),,( iii , on the 
line. With the notation iii /  the cross ratio of the four points on the line is defined as  
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41
41
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31
31

3

3

2

2

4

4

1

1

4

4

2

2

3

3

1

1

42

32

41

31
4321 :},;,{ QQQQ  (A12) 

Since there are 24!4  possible permutations of four points hence the six different values of 
the cross ratios are 

 /)1(),1/(),1/(1,/1,1,: 654321  (A13) 
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The concept of cross ratio in determinant form makes it possible to introduce higher 
dimensional invariants based on the properties of determinants: 
Multiplication with a scalar:  

 nn QQQQQQ 2121  (A14) 

Multiplication with a matrix: 

 nn QQQTTQTQTQ 2121  (A15) 

Similarly to the 1D case, the ratio of products of determinants is invariant to projective 
transformation (multiplication with a nonzero scalar and/or matrix), if each iQ  occures as 
often in the numerator as in the denominator, because the effect of �’s and T �’s cancels 
each other, respectively. 
Distance between 3D lines 
Let uKP ss 0)(  and vLQ tt 0)(  be two 3D lines in general situation then their 
transversal  vuDD tsts 0),(  is orthoganal to both lines, where  000 LKD , and is the 
solution of the constrained optimum problem  

 0),(,,0),(,,),(min 2
2,

tststs
ts

DvDuD  (A16) 

Let  vDuDvvvuuu ,,,,,,,,, 00 edcba , then the solution is  

 bdae
cdbe

bace
d

ab
bc

bact
s

22min
min 11  (A17) 

 20minmin
)()(),(),(min

bac
bdaecdbetsts vuDDD  (A18) 

Polar decomposition 
The polar decomposition problem can be formulated as given Q  find R  such that 

 0IRRQR
R

T
F ,min 2   (A19) 

where F  denotes Frobenius norm )()( 22 AAAA T

i k
ikFik traceaa . With the 

notations 321 rrrR  the constraint is equivalent to  111 rrT , 021 rrT , 031 rrT , 122 rrT , 

032 rrT , 133 rrT , therefore six Lagrange multiplicators 332322131211 ,,,,,  are 
needed which can be collected in a symmetric matrix . Thus the solution yields:  

 1)( QSRRSQIR0RQR
symmetric

 (A20) 

 TTTSVDT UQUQSRUUSUUQQ 2/112/1  (A21) 
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 RSVVUVQVUQ ))(( TTTSVD  (A22) 

Norm  square minimization under  constraint 
The problem to be solved is given by 

 2
2min Ax

x
 subject to 12x  (A23) 

and its  solution can be determined using eigenvalue technique or SVD: 

  is the minimal eigenvalue of AAT , x  is the unit norm eigenvector to  (A24) 

 TSVD VUAA  first column 1v  of  V 11 / vvx ,  2
1

2
2min Ax  (A25) 
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1. Introduction 
Augmented Reality (AR) is a technique for overlaying virtual objects onto the real world. 
AR has recently been applied to many kinds of entertainment applications by using 
visionbased tracking technique, such as [Klein & Drummond, 2004, Henrysson et al., 2005, 
Haller et al. 2005, Schmalstieg & Wagner, 2007, Looser et al. 2007]. AR can provide users 
with immersive feeling by allowing the interaction between the real and virtual world. 
In the AR entertainment applications, virtual objects (world) generated with Computer 
Graphics are overlaid onto the real world. This means that the real 3D world is captured by 
a camera, and then the virtual objects are superimposed onto the captured images. By seeing 
the real world through some sort of displays, the users find that the virtual world is mixed 
with the real world. In such AR applications, the users carry a camera and move around the 
real world in order to change their view points. Therefore the pose and the position of the 
moving user�’s camera should be obtained so that the virtual objects can be overlaid at 
correct position in the real world according to the camera motion. Such camera tracking 
should also be performed in real-time for interactive operations of the AR applications. 
Vision-based camera tracking for AR is one of the popular research areas because the 
visionbased method does not require any special device except cameras, in contrast with 
sensorbased approaches. And also, marker-based approach is a quite easy solution to make 
the vision-based tracking robust and running in real-time. 
This chapter focuses on marker-based approach. Especially, �“AR-Toolkit�” [H. Kato & M. 
Billinghurst, 1999] is a very popular tool for implementing simple on-line AR applications. 
ARToolkit is a kind of planar square marker for the camera tracking and estimates the 
camera position and pose with respect to the marker. By using the camera position and 
pose, virtual objects are overlaid onto the images as if the objects exist in the real world 
where the marker is placed. Since the user only has to place the marker, this kind of marker-
base registration is very easy to implement AR systems. If only one marker is utilized, 
however, the camera's movable area is limited so that the camera (user) can see the marker. 
Moreover, when the marker cannot be recognized properly because of a change in its 
visibility, the registration of the virtual objects is getting unstable. In order to solve such 
problems, using multiple markers is a popular way. 
When multiple markers are utilized in a vision-based method, it is necessary to know the 
geometrical arrangement information of the marker such as their position and pose in 
advance. For example, the method in [Umlauf et al., 2002] requires the position and pose of 
a square marker. The method in [Kato et al., 2000] also needs the position of a point marker 
in advance. In [Genc et al., 2002], they proposed two-step approach; learning process and 
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marker-less registration method. In the learning process, the geometrical information of the 
markers is required for learning the markers. As shown in these methods, the task of 
measuring the marker arrangement information in advance is necessary for AR applications 
using a vision-based registration. 
In most cases, multiple markers are usually aligned with ordered arrangement as shown in 
Fig. 1 because the users manually measure the geometrical arrangement of the markers. 
However such a measuring task is very time-consuming. Moreover, if the markers can not 
be distributed on the same plane, manual measuring becomes more difficult. Kotake et al. 
proposed a marker-calibration method which is a hybrid method combining the bundle 
adjustment method with some constraints on the marker arrangement obtained a priori (e.g. 
the multiple markers are located on a single plane) [Kotake et al., 2004]. Although a precise 
measurement of the markers is not required, a priori knowledge of the markers is necessary. 
 

 
Fig. 1. Multiple markers aligned with ordered arrangement 

In this chapter, a vision-based registration method using multiple planar markers placed at 
arbitrary positions and poses is introduced [Uematsu & Saito, 2005-b]. This method is 
extended from the method using multiple planar structures in the real world without 
geometrical arrangement information [Uematsu & Saito, 2005-a]. 
In the previous method using multiple markers, a projection matrix from the marker to the 
input image is computed from each marker and then all the matrices are merged by using 
the marker arrangement information. However, such prior knowledge about the 
arrangement is not utilized in this method. In order to merge the projection matrices 
computed from the markers, this method introduces �“Projective Space�” which is defined by 
projective reconstruction of two reference images. Since the Projective Space is defined by 
2D coordinate systems of the images, the coordinate system of the Projective Space is 
independent of every marker�’s coordinate system. Therefore by estimating the marker 
arrangement through the Projective Space, the projection matrices computed from the 
marker are merged. This method allows the markers to be distributed at arbitrary positions 
and pose, since the marker arrangement can be estimated by captured images. 
This chapter also introduces two AR applications for entertainment; AR Baseball 
Presentation System [Uematsu & Saito, 2006]; Interactive AR Bowling System [Uematsu & 
Saito, 2007]. These applications are used on the tabletop with a handheld monitor and a 
web-camera connected to a general PC. Since any special device is not required such as 
high-speed cameras, high-performance PC or physical sensors, these applications are 
available for home users. 
In Section 2, the registration method using multiple planar markers with Projective Space is 
explained. In Section 3 and Section 4, AR Baseball Presentation System and Interactive AR 
Bowling System are introduced. 
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2. Multiple markers based AR via 3D projective space 
2.1 Definition of coordinate systems 
In this section, three kinds of coordinate systems and transformation matrices used in this 
method are explained. In the typical registration method, two coordinate systems are 
utilized, which represent the real world and the input image, respectively. On the other 
hand, this method uses three kinds of coordinate systems; marker�’s coordinate system 
defined for each marker, Projective Space and the input image as shown in Fig. 2. 
 

 
Fig. 2. Three kinds of coordinate systems in this method 

(Xi-Yi-Zi) is a 3D coordinate system independently assigned to each marker plane i. (x-y) is a 
2D coordinate system of the input image. Since the multiple markers are distributed in 
arbitrary positions and poses in the real world, the relationship among (Xi-Yi-Zi) is 
unknown. In order to estimate the relationship, we introduce �“Projective Space�” (P-Q-R) 
which is a kind of 3D non-Euclidean coordinate system defined by projective reconstruction 
[Hartley & Zisserman, 2000] of two images called �“reference images�”. The reference images 
are captured from two different viewpoints. 
As for transformation matrices, a transformation matrix i

WPT  which relates each marker i to 
the Projective Space is computed by corresponding points between each marker�’s 
coordinate system and the Projective Space. This matrix indirectly represents the 
geometrical relationship of the markers. A projection matrix i

WIP  which relates each marker 
i to the input image represents the camera�’s position and pose with respect to the marker. 
Therefore, it can be computed by marker tracking algorithm [H. Kato & M. Billinghurst, 
1999] at every frame. Then a projection matrix i

PIP  which relates the Projective Space to the 
input image can be written as following equation. 
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(1) 

By using these coordinate systems, the geometrical relationship of the multiple markers is 
estimated, so that virtual objects can be overlaid onto the input image even though specific 
marker is not continuously detected in the input image sequence. 

2.2 Registration algorithm of virtual objects with 3D projective space 
For registration of virtual objects onto the real world, the virtual objects need to be defined 
in the 3D coordinate system of the real world. By computing the projection matrix from the 
real world to the input image at every frame, then, the virtual objects are projected onto the 
input image. In this way, the virtual objects are overlaid onto the real world. 
In this method, the 3D coordinate system representing the real world corresponds to a 
marker�’s coordinate system. Therefore we select one marker plane as a base plane to define 
the virtual objects in the base marker�’s coordinate system. Then a projection matrix which 
relates the base marker to the input image has to be computed at every frame for overlaying 
the virtual objects. 
 

 
Fig. 3. Flowchart of this method 
Fig. 3 shows the flowchart of this method. This method is divided into two phases. At the 
first phase, the projective space is constructed by two reference images. Then the 
transformation matrix i

WPT of each marker i is computed by using corresponding points 
between each marker�’s coordinate system and the Projective Space. The first phase is 
performed just one time. 
At the second phase, the projection matrix i

WIP  of each marker i is computed at every frame. 

Then the projection matrix i
PIP for each marker is computed by eq. (1). Since all the matrices 
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i
PIP  represent the relationship between the Projective Space and the input image, all i

PIP  
should coincide with each other and can be easily merged into one matrix in order to 
include the camera�’s position and pose from all the markers. However each i

PIP  may 
include computation errors. Therefore these matrices are merged into one projection matrix 

PIP  by least-square-method. By using the merged matrix PIP  and the transformation matrix 

i
WPT of the base marker plane, the projection matrix from the base marker, in which the 

virtual objects are defined, to the input image is computed as following equation. 

 (2) 

Finally, the virtual objects are overlaid onto the input image by Pbase. This matrix Pbase includes 
the information from all the markers detected in the input image. Therefore as long as one 
marker is detected in the input image, the virtual objects can be overlaid onto the input image. 

2.3 Constructing 3D projective space 
3D Projective Space is used to estimate the geometrical relationship among the multiple 
planar markers which are distributed in arbitrary positions and poses. The Projective Space 
is defined by projective reconstruction of two reference images. 
As shown in Fig. 6, the object scene is captured from two viewpoints. These captured 
images are called the reference image A and B, respectively. By using 2D coordinates (uA, vA) 
and (uB, vB) on the reference images, a 3D coordinate system (P-Q-R) is defined so that it has 
the following projective relationships with each of the reference images. This 3D coordinate 
system is called 3D Projective Space. 

 (3) 

 
(4) 

 

 
Fig. 4. Projective Space defined by two reference images 
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FAB is a fundamental matrix from the image A to image B as shown in Fig. 4. eB is an epipole 
on the image B, and [eB]  is the skew-symmetric matrix of eB [Hartley & Zisserman, 2000]. In 
this method, FAB and eB are computed by eight or more corresponding points between the 
reference images, which are detected by each marker. PA and PB are defined by eq. (4). Then 
3D coordinates (P-Q-R) are computed by PA , PB and 2D coordinates in the reference images 
when computing i

WPT . The detail is described in the next section. 

2.4 Computing i
WPT  

Since both of the marker�’s coordinate system (Xi-Yi-Zi) and the Projective Space (P-Q-R) are 
3D coordinate systems, the transformation matrix i

WPT is a 4×4 matrix, which can be 
computed from five or more corresponding points between (Xi-Yi-Zi) and (P-Q-R). 
We assume that a 3D point (Xi-Yi-Zi) is projected onto the reference image A and B as a 2D 
points (uA, vA) and (uB, vB), respectively. When these 2D points are projected into the 
Projective Space as a 3D point (P-Q-R), the relationship is as follows, 

 

(5) 

where, k
Ap  and k

Bp are the kth row vectors of PA and PB in eq. (4). Then (P-Q-R) is computed 
by Singular Value Decomposition of the 4×4 matrix on the left-hand side of eq. (5). 
Therefore, the corresponding points (Xi-Yi-Zi) and (P-Q-R) are obtained through the 2D 
points (uA, vA) and (uB, vB) on the reference images. 
As described before, five or more corresponding points are required to compute i

WPT . In 
order to obtain the corresponding points, a cube is drawn on each marker in the reference 
image A and B as shown in Fig. 5. Since the size of the cube is already known, 3D 
coordinates (Xi-Yi-Zi) of the cube�’s vertices are known. By using (uA, vA) and (uB, vB) which 
are 2D coordinates of the vertices of the cube in the reference image A and B, eight 
corresponding 3D coordinates (P-Q-R) are computed by eq. (5). 
 

 
Fig. 5. Projected cubes on the reference images to obtain corresponding points 

After obtaining the corresponding points in the coordinate system of each marker i, i
WPT is 

computed. When corresponding points between (Xi-Yi-Zi) in the coordinate system of the 
marker i and (P-Q-R) are obtained, the relationship between each marker i and the Projective 
Space is expressed by the following equation. 



Vision-based Augmented Reality Applications 

 

477 

 (6) 

 

(7) 

By the following equation, the elements of i
WPT are obtained. 

 (8) 

where, 

 

(9) 

 
If m corresponding points are obtained, following equation is derived by eq. (8). 

 

(10)

Then t (the elements of i
WPT ) is obtained by least-square-method. In this method, the 

corresponding points are obtained by the cube�’s vertices. Therefore m=8. 

2.5 Computing i
PIP  

As described in Sec. 2.1, i
PIP is the projection matrix which relates the Projective Space to the 

input image and is computed by i
WPT and i

WIP  . i
WPT is computed in the first phase just one 

time. i
WIP is computed by marker tracking at every frame in the second phase. As shown in 

eq. (1), i
PIP  is computed as follows. 

 (11)

2.6 Merging i
PIP into PIP  

As described in Sec. 2.2, all i
PIP should coincide with each other because they represent a 

common geometrical projection between the Projective Space and the input image. 
Therefore, all i

PIP are merged into one matrix PIP . The details are as follows. 
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When i
PIP is computed from each marker i, corresponding points between (P-Q-R) in the 

Projective Space and (x-y) in the input image can be obtained by following equation. 

 (12)

In this method, by using (Pj-Qj-Rj) obtained in computing i
WPT , corresponding points (xj-yj) 

in the input image is computed by eq. (12). Therefore m corresponding points are obtained 
for each marker. 
If n markers are detected in the input image, the relationship between the corresponding 
points is as follows. 

 

(13)

where, 

 

(14)

 

(15)

 (16)

Then p (the elements of PIP ) is obtained by least-square-method. 

By using this merged projection matrix PIP , the projection matrix from the base marker�’s 
coordinate system, in which the virtual objects are defined, to the input image is computed 
by eq. (2). Then, the virtual objects are overlaid onto the input image by Pbase. 

2.7 Automatic selection of reference images 
As described in Sec. 2.3, the Projective Space is defined by projective reconstruction of two 
reference images. In projective reconstruction, a fundamental matrix between the two 
reference images is used for defining the Projective Space. This means that it is very 
important issue to compute an accurate fundamental matrix between the reference images. 
In this method, therefore, a reasonable pair of images as the reference images should be 
selected. 
This method introduces automatic selection algorithm of the reference images. The 
overview is shown in Fig. 6. First, the object scene where multiple markers are distributed is 
captured for a few seconds by a moving camera. This image sequence in which all the 
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markers should be included becomes the candidates of the reference image. From the 
candidate images, a pair of images is sequentially selected as temporal reference image A 
and B. Then a good pair is decided by evaluating the accuracy of the Projective Space which 
defined by the temporal reference images. 
 

 
Fig. 6. Overview of automatic selection of reference images 

For evaluating the temporal reference images, first, a fundamental matrix is obtained by 
projection matrices computed from every marker in the temporal reference images using 
ARToolkit algorithm [H. Kato & M. Billinghurst, 1999]. Where PAi and PBi are the projection 
matrix computed from marker i in the temporal reference image A and B, respectively. Then 
a fundamental matrix based on marker i is computed as following equation. 

 (17)

where P
Ai

- represents the pseudo inverse matrix of PAi [Hartley & Zisserman, 2000]. By 
computing FABi based on every marker, one matrix which has the smallest projection error error 
is selected as FAB which is the fundamental matrix between the temporal reference images. 

 (18)

where, (uA, vA) and (uB, vB) are corresponding points in the temporal reference image A and 
B, respectively. In the same way as computing i

WPT in Sec. 2.4, these corresponding points 
are obtained by vertices of a cube drawn on each marker as shown in Fig. 5. 
After selecting the best fundamental matrix as FAB , a Projective Space is defined by eq. (4). 
using FAB. i

WPT and i
PIP are also computed and merged into PPI. Then two projected 

coordinates (xi, yi) and (x�’i, y�’i) are compared as follows, 

 (19)

(xi, yi) and (x�’i, y�’i) are corresponding to a red cube and a green cube in Fig. 6, respectively. 
Although these cubes should coincide with each other, these matrices in eq. may include 
computational error of computing FAB . Therefore, the temporal pair of images which has 
smaller difference between two cubes than threshold value is selected as a good pair of 
reference images. If no temporal pair of images has smaller error than threshold value, the 
candidate image sequence is captured again. In the experiment described in the next section, 
threshold value is defined as 3 pixels. 
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2.8 Demonstrations 
In this section, registration of a virtual object is demonstrated by using our method. In the 
real world, 4 planar markers distributed at arbitrary positions and poses as shown in Fig. 7. 
Of course, the relationship between the markers is unknown. This method is implemented 
by a PC (OS: Windows XP, CPU: Intel Pentium IV 3.6GHz) and a web camera (ELECOM 
UCAM-E130HWH). The captured image's resolution is 640x480 pixels and graphical views 
of virtual objects are rendered using OpenGL. 
 

 
Fig. 7. Object scenes where multiple markers are distributed at arbitrary positions and poses 

First, a user captures the object scene for 100 frames and waits about 1 minute for the 
automatic selection of the reference images from the captured sequence. After that, a virtual 
object is overlaid onto the input images as if the virtual object exists in the real world. The 
user can move the camera around the object scene for watching the virtual object from 
favorite view point. 
The resulting images are shown in Fig. 8~11. In Fig. 8, a virtual object is overlaid onto one 
position in the real world. Even though specific marker is not continuously detected in all 
over the input image sequence, the virtual object is stably overlaid onto the same position. 
This result shows that the relationship of the markers can be estimated successfully. And 
also, the moving camera�’s position and pose with respect to the virtual object can be 
computed by introducing the detected markers via the Projective Space. Therefore, the 
registration of virtual object is achieved without prior knowledge about the geometrical 
relationship of the markers. 
 

 
Fig. 8. Static object is overlaid on the real world. 

In Fig. 9, the virtual object is walking on the tabletop. The user�’s camera moves according to 
the virtual object. Therefore, it is impossible that specific marker is always detected in the 
input image. Moreover, a planar marker is not detected depending on the camera�’s angle with 
respect to the marker plane. In Fig. 10, even though the marker indicated by the red circle is 
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captured in the image, it cannot be detected. Therefore, if all the markers are placed in the 
same plane, no marker is detected depending on the camera�’s angle. In that case, it fails in the 
registration. On the other hand, since this method allows the markers to be distributed at 
arbitrary positions and poses, the registration of the virtual object can be continued. 
 

 
Fig. 9. Moving object is overlaid on the real world. 

 
Fig. 10. Failure of marker detection even though it is captured in the image 

In Fig. 11, the human-sized virtual object is overlaid onto the large space instead of the 
tabletop. For applying multiple markers based registration in such a large space, it becomes 
more difficult to manually measure the arrangement of the markers. Therefore this method 
is useful because of estimating the arrangement only by capturing the object scene. 
 

 
Fig. 11. Moving object as large as a human is overlaid on the real world. 
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3. AR baseball presentation system 
AR Baseball Presentation System is an observation system of a virtual baseball game. The 
overview of the system is shown in Fig. 12. Users place a real baseball field model on the 
tabletop and input a baseball game history (scorebook) that they want to watch into the 
system. Then they can watch the game by replaying with 3D virtual baseball players on the 
field model in front of them. On the field model, 2D markers are placed for registration of 
the virtual players. Therefore the users can watch the game from their favorite viewpoints 
around the field. 
This sytem visually replays the baseball game which was previously played in the other 
place. In contrast with the usual way to know the game history, such as watching the 
captured video or reading the recorded scorebook, this AR system can provide the users 
with much realistic sensation as an entertainment application. 
This sytem visually replays the baseball game which was previously played in the other 
place. In contrast with the usual way to know the game history, such as watching the 
captured video or reading the recorded scorebook, this AR system can provide the users 
with much realistic sensation as an entertainment application. 
 

 
Fig. 12. AR Baseball Presentation System 

3.1 Input scorebook data file 
This system visually replays the baseball game which was previously played in the other 
place by a scorebook data, in which the game history they want to know is described. The 
input data file is called �“Scorebook Data File�” (SDF). 
As shown in Fig. 13, the game history is described play-by-play in the SDF. �“1 play�” means 
the actions of the players and the ball from the time the pitcher throws the ball until the ball 
 

 
Fig. 13. Scorebook Data File (SDF) 
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returns to the pitcher again. It is about for 15 to 30 seconds. The actions of the players and 
the ball in 1 play are described on one line in the SDF. The former part of the line represents 
the actions of the fielders and the ball, while the latter part describes the actions of the 
offensive players. This file is loaded in starting the system and is sequentially read out 
lineby- line at every 1 play. 

3.2 Actions of offensive players 
Offensive players indicate a batter, runners, and players who are waiting in the bench. Each 
player belongs to one of the six states as shown in Fig. 14(a). The batter is in the batter�’s box, 
so its state is �“0�”, third runner is �“3�”, and the waiting players are �“-1�”. In SDF, the 
destination state to which every player changes in each play is sequentially recorded. When 
one line of the file is read out, the destination of each player is decided according to the data 
like Fig. 14(b). Then the game scene that 3D players are moving from the present state to the 
destination state while 1 play is created with CG. 
 

 
(a) State transition of offensive players 
 

 
(b) Example of Scorebook Data File for offensive players 

Fig. 14. Actions of the offensive players 

3.3 Actions of fielders and ball 
In contrast to the offensive players who are just moving from present state to destination 
while 1 play, the fielders are doing some actions while 1 play, such as moving around the 
field and throwing and catching the ball, etc. Therefore only the action of the ball is 
described in the SDF. Fielders move to catch the ball according to the action of the ball. The  
action of the ball while 1 play is described as shown in Fig. 15. 
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Fig. 15. Scorebook Data File of the fielders and the ball 

In this system, the fielders basically stay own positions. First, the ball is thrown by the 
pitcher and hit to the position which is described in part D of Fig. 15. Then the player whose 
position number is described in the fist of part E moves to the position of part D to catch the 
ball. After catching the ball, the player throws the ball to the next player whose position 
number is described next. The next player moves to the nearest base and catches the ball. 
After the same iterations, finally, the ball is thrown to the pitcher. 

3.4 Demonstrations 
This section shows the demonstration results of this system. This demonstration is 
performed with a web-camera (ELECOM UCAM-E130HWH) attached to a handheld 
monitor connected a PC (OS: Windows XP, CPU: Intel Pentium IV 3.2GHz). The resolution 
of the captured image is 640x480 pixels. Multiple planar markers are distributed inside and 
outside the field model. In this system, one of the markers must be put on one of the bases in 
order to determine relationship between the field model and the markers. The other markers 
can be placed at arbitrary positions and poses. In this demonstration, 4 markers are utilized 
and one of them is placed on the third base. Fig. 16 shows the actual experimental 
environment of this system. A Scorebook Data File of a baseball game is manually prepared 
in accordance with Sec. 3.1. 3D models of virtual objects, such as players and a ball, are 
rendered with OpenGL. 
 

 
Fig. 16. Experimental environment of AR Baseball Presentation System 

Fig. 17 shows an example scene of a baseball game: team RED vs. team WHITE. In this 
situation, team WHITE is in the field and team RED is at bat. The bases are loaded and 4th 
batter of team RED is in the batter�’s box (frame 0~15). The pitcher throws the ball (frame 
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15~29). The batter hits safely to left (frame 29~35), and then all runners move up a base 
(frame 50~89). In the result, team RED gets a score. In this experiment, frame rate of AR 
presentation is about 30 fps. The user can see the baseball game at video-rate. 
In Fig. 18, the angle of the camera with respect to the tabletop is too small to detect the 
markers lying on the tabletop plane as same as Fig. 10. Therefore one marker placed near the 
home base cannot be detected. Since another marker is placed at different pose from the 
ground plane, the registration of the virtual players can be continued. This is quite useful for 
observation system so that the user can watch the object scene from various view points. 
 

 
Fig. 17. Example scene of play: 4th batter of team RED sends a hit to left with the bases 
loaded, and then 3rd runner gets home 
 

 
Fig. 18. Failure of marker detection even though it is captured in the image 

Fig. 19 shows the resulting images which are watched from various view points. By using 
this system, the user can watch the baseball game from favorite view points, such as 
catcher�’s view point. For changing view points from (a) to (b), from (b) to (c), from (c) to (d), 
15 users spend an average of about 7 seconds in this system. In contrast with using a typical 
CG viewer in which a keyboard is used for changing view points, the users spend an 
average of about 43 seconds. This is because the users only have to move around the field 
model for changing the view points in this system. Such simple way for watching the 
Cgrepresented event using the AR system is very useful and can provide immersive feeling 
as an entertainment tool. 
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Fig. 19. Example resulting images watched from various view points 

4. Interactive AR bowling system 
With Interactive AR Bowling System, users can enjoy the bowling game by rolling a real ball 
down a real bowling lane model placed on a tabletop in the real world. Fig. 20 shows the 
overview of this system. On the lane model, there are virtual pins generated with CG. They 
knock down the virtual pins by rolling the real ball. 
Touching and rolling the real ball provide a sort of tangible feeling in this system. It is 
wellknown that a tangible interface enhances the reality of communication [Ishii et al., 1999, 
Zigelbaum et al. 2006]. Moreover, because of placing some planar markers on the lane 
model, the users can watch the lane and pins from free view points. For registration of 
virtual objects such as the virtual players or the virtual pins, the motion of the user�’s camera 
is estimated by multiple 2D markers. 
 

 
Fig. 20. Interactive AR Bowling System 
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4.1 Ball tracking 
In this system, we assume that the color of the ball should be quite different from the lane 
model. In this paper, we use a red ball on a gray lane model as shown in Fig. 21(a). For 
detection of the ball, first, red regions are detected from the input image by dividing it into 
R, G, B channel images. Fig. 21(b) shows the image after dilation and erosion a few times. 
Finding the minimal circumscribed circle (contour) for the detected region, the center of the 
circle is considered as the 2D ball�’s position in the input image as shown in Fig. 21(c). 
 

 
 

(a) Original image (b) Ball�’s region (c) Detected ball 
 

Fig. 21. Ball detection 

4.2 Transformation to top view image 
Using homography H computed at the marker tracking process, the ball�’s position on the 
input image is transformed onto the top view image that provides a geometrical relationship 
between the ball and the pins on the lane model. As shown in Fig. 22, the trajectory of the 
ball can be obtained. This trajectory is used to detect the collision between the ball and the 
pins, and compute the directions which the pins are knocked down. 
 
 

 
 

Fig. 22. Transform the ball�’s position to top-view image 

4.3 Collision detection of ball and pins 
We assume that radii of the ball and the pins are rb and rp, respectively, and define the 
distance between the ball and each pin as dis. For detecting a collision between the ball and 
the pins, the distance dis is computed from the top view image at every frame. The collision 
is detected by comparing distance and radius as following equations and Fig. 23. 
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 (20)

 

 
Fig. 23. Collision detection by trajectory of the ball 

4.4 Overlay virtual pins 
After the collision detection, the pins are generated with CG and overlaid onto the image. 
If the collision is detected, the pins are gradually inclined and knocked down. The 
direction of knocking down is defined by trajectory of the ball. As shown in Fig. 24, the 
direction is computed by a motion vector of the ball, which is decided by ball�’s positions 
in previous and current frames, and a vector from the ball to each pin. The generated pins 
are superimposed onto the image by the extrinsic parameters computed by 2D markers. 
The user can see the virtual pins according to the motion of the camera and the rolling 
ball. 

4.5 Demonstration 
This section shows the demonstration results of this system. This demonstration is also 
performed with a web-camera (ELECOM UCAM-E130HWH) attached to a handheld 
monitor connected a PC (OS: Windows XP, CPU: Intel Pentium IV 3.2GHz). The 
resolution of the captured image is 640x480 pixels. On the table top, a real bowling lane 
model is placed and 4 planar markers are distributed inside and outside the lane model. 
In order to determine relationship between the lane and the markers, one marker is placed 
between the two lines of the lane. Fig. 25 shows the actual experimental environment of 
this system. 
 

 
Fig. 24. Direction of knocking down of pins 
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Fig. 25. Experimental environment of Interactive AR Bowling System 

Fig. 26 shows the detected lane and ball�’s trajectory. Both of the lane and the ball can be 
correctly detected and tracked all over the frames according to the camera motion. The ball�’s 
position is also successfully transformed onto the top view image by the homography 
computed by the markers. Since a real ball is used in this system, the marker placed on the 
lane can be occluded by the ball. However, this method can estimate the relationship of the 
markers and compute the homography successfully, even if some of markers are occluded. 
 

 
Fig. 26. Detected lane and ball, and trajectory of ball 

Fig. 27 shows example scenes of playing this system. The virtual pins are overlaid on the 
lane model according to the camera motion. As described before, the virtual pins can b 
overlaid onto the lane model, even when the ball is rolling over the marker. The collision of 
the real ball and the virtual pins is successfully detected. Therefore some pins are knocking 
down by the real ball. The pins existing behind the hit pins are also knocked down as a 
chain reaction of the front pins by computing the direction of knocking down from the 
trajectory. In this experiment, this system also runs about 30 fps. The advantage of this 
system is that the user can physically touch and roll the real ball without special hardware 
such as physical sensors or special gloves in contrast with the previous application in 
[Matysczok et al. 2004]. Therefore this system achieves a real bowling style. If the ball and 
lane are also generated by CG, the user cannot freely control the ball. On the other hand, 
there are various ways to roll the ball in this system, the game is not too simple to complete; 
ex. inclining the lane, changing the material of the lane, or rolling the ball by a pen instead of 
a hand. Therefore this system can be challenging for the users. 
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Fig. 27. Example scene of playing Interactive AR Bowling System 

5. Conclusion 
In this chapter, we introduced a vision-based registration method using multiple planar 
markers placed at arbitrary positions and poses is introduced. We also demonstrate the 
performance of the proposed method by applying it to two AR applications. In contrast with 
the previous methods using multiple markers, this method requires no time-consuming 
measurement of the marker arrangement. Since the marker arrangement can be estimated 
by the Projective Space, the markers can be distributed at arbitrary positions and poses 
without a prior knowledge. This method can be applied not only for on the tabletop but also 
inside the room. 
Both of the baseball system and bowling system can be enjoyed on the tabletop in the real 
world only with a web-camera and a handheld monitor connected a general PC. It is a big 
advantage for home users that these applications do not require any special device. Users 
can interactively change their view points by moving around the tabletop because of this 
registration method with multiple markers. In contrast with usual CG viewers in which a 
mouse or a keyboard is used for changing view points, changing view points by moving of 
the users is very intuitive and easy. By visualising 3D objects in front of the users, these 
applications will be future-oriented 3D game. 
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1. Introduction 
Catadioptric Omni-Directional Stereo Vision (ODSV) technology is the combination of 
omni-directional imaging and stereo vision, which has wide application potentials on robot 
vision and large-scale video surveillance [1-4]. Fig.1 gives the framework of ODSV 
technology, which includes four major parts: the design of omni-directional stereo vision 
imaging system, unwarping of omni-directional stereo images, rectification of omni-
directional stereo images, stereo matching and depth estimation of omni-directional stereo 
vision. 
Among these four parts, the imaging system can be used to capture omni-directional stereo 
image pair(s), which is the input of omni-directional stereo vision. An omni-directional 
stereo vision imaging system is typically composed of catadioptric mirrors, imaging sensors 
and fasteners. 
The purpose of unwarping the omni-directional stereo images is to convert the circularity 
shaped omni-directional images into perspective projection images, which are suitable for 
human watching. Generally, we call the circularity shaped images captured by catadioptric 
omni-directional imaging system as omni-directional images, and we call the unwarped 
images that are suitable for human watching as panoramic images. 
Rectification of omni-directional stereo images can be regarded as the pretreatment before 
stereo matching. In many cases, there are horizontal errors and vertical errors in the omni-
directional images and panoramic images, these errors result in large searching space and 
mismatching when performing stereo matching. The rectification of omni-directional stereo 
images uses epipolar geometry to transform the images, which makes the matching points 
lie on a horizontal scan line, and reduce the searching space from two-dimension to one-
dimension, so as to improve the stereo matching efficiency. 
Stereo matching and depth estimation of omni-directional stereo vision are key problems in 
catadioptric omni-directional stereo vision, whose main function is to find correspondences 
between pixels among a pair of or more reference images, i.e. to estimate relative disparity 
for each pixel in reference images. Given pixel correspondence and calibrated camera, it is 
easy to figure out the depth information via triangulation for the determinate relationship 
between disparity and depth. 
Taking its advantages of large FOV (Field of View) and depth information, catadioptric 
omni-directional stereo vision can be widely used in robot vision and video surveillance. For 
example, in robot football games, we can use this technology to make robots to "see" the 
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football whenever it is at any direction. Furthermore, since the depth information is not 
sensitive to the surrounding disturbance, this depth information can be used to detect the 
football position. 
 

 
Fig. 1. Framework of catadioptric omni-directional stereo vision 

2. Omni-directional stereo vision imaging system 
2.1 Principle of catadioptric omni-directional imaging 
The principle of the catadioptric omni-directional imaging is following: in the 3D space 
environment, rays from all the 360 degree FOV (Field of View) objects are collected and 
reflected by curve faced reflecting mirrors (such as paraboloid, hyperboloid, etc.); these 
reflected rays are captured by imaging systems and omni-directional images are obtained [5].  
Taking the PROIS (Paraboloid Reflective Omni-directional Imaging System) [5] s an 
example, Fig.2 illustrates the principle and process of the catadiopric omni-directional 
imaging: 1) Incident rays from the scene are reflected by the paraboloid mirror. 2) Reflex 
rays run into the optics imaging system and forms an omni-directional image on the image 
sensor (such as CCD of a digital camera). 3) Finally, the omni-directional image is unwarped 
into panoramic image. 

2.2� Omni-directional stereo imaging system 
At present, there are three ways to construct the catadioptric omni-directional imaging 
systems [6], shown in Fig.3:  
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1. The pairs of omni-directional imaging systems are installed horizontally, and the axes 
of the pairs of imaging systems are vertical with the horizontal plane as shown in Fig. 
3(a). However, there are occlusions between these two systems, which limit the FOV of 
the stereo vision system. 

2. The pairs of omni-directional imaging systems are installed vertically on the same 
vertical axes, as shown in Fig. 3(b). Using this type of design, there exist no occlusions 
between these two systems, and it ensures that there exists parallax on 360 degree FOV. 
In this type of systems, the mirror can be reflecting mirrors (such as paraboloid, 
hyperboloid, etc.). When the system uses paraboloid as the reflecting mirrors, it 
requires using expensive telecentric lens.  

3. Use two reflecting mirrors and a camera to construct an omni-directional stereo vision 
system, as shown in Fig. 3(c). This type of stereo imaging system requires that the two 
images of stereo vision are captured with a single camera, which limits the imaging 
resolution much. According to the principle of Fig. 3(c), Fig. 4 presents the design of a 
realistic omni-directional imaging system and its picture. As shown in Fig. 4(a), this 
system installs an expensive telecentric camera on vertical axes, and the upper mirror and 
nether mirror are also installed on the same axe. Fig.4(b) shows the practical picture of 
this system. 

 

 
Fig. 2. Principle of catadioptric omni-directional imaging and its unwarping 
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                                              (a)                      (b)                        (c) 

Fig. 3. Three ways to construct omni-directional stereo vision imaging system. 

(a)horizontal cameras; (b)vertical cameras; (c)vertical and single camera. 

       
                                                (a)                                          (b) 

Fig. 4. Design and practical picture of single camera omni-directional stereo imaging system. 
(a)design size; (b) practical picture. 
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3.  Unwarping of omni-directional stereo vision images 
There are two methods to perform stereo matching in omni-directional stereo vision. The 
first method is to perform stereo matching on the original images captured by the omni-
directional imaging systems. When we use this method, we need to research and put 
forward new matching algorithms for omni-directional images. Another method is to 
unwarp the original captured omni-directional images into panoramic images, and then 
uses traditional stereo matching algorithms to finish the stereo matching on the panoramic 
images. When we use the second method, we need to unwarp the omni-directional images 
into panoramic images, as shown in Fig.5 (Note: the omni-directional image is captured 
with a virtual imaging system using 3D MAX). 

                             (a)                                                                                   (b) 

Fig. 5.  Omni-directional stereo vision image is unwarped into panoramic stereo vision 
image pair.(a)Omni-directional stereo vision image;(b)Panoramic stereo vision image pair. 

For simplicity, we take the unwarping of a single omni-directional image into panoramic 
image as an example to describe the unwarping of omni-directional image. Presently, some 
general approaches for omni-directional image unwarping include ray-trace coordinate 
mapping, concentric circle approximate unwarping and look-up table unwarping [7].  
Among these approaches, the ray-trace coordinate mapping method tracks and analyzes the 
propagation trace according to principles of light propagation and reflection, and draws a 
pixel coordinate mapping between the original omni-directional images and the unwarped 
panoramic images. This method unwarps panoramic images with both high precision and 
less distortions. The disadvantage is that this method needs heavy computation for 
coordinate mapping, which slows down the unwarping speed.  
On the other hand, the concentric circle approximate unwarping method treats the omni-
directional image as a series of concentric circles, and these circles are pulled straight and 
extended or compressed to the same length. This method needs lower computation time. 
But this method unwarps omni-directional images with bad visual effect because of its 
lower precision and higher distortions.  

3.1� Concentric circle approximate method for omni-directional image unwarping 
Fig.6 depicts the principle of concentric circle approximate unwarping. Fig.6(a) denotes a 
circular omni-directional image with inner radius r and outer radius R. The region between 
r and R is valid region. Fig.6(b) shows the corresponding unwarped panoramic image. For a 
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pixel ' ' '
0 0 0( , )P X Y  in the unwarped panoramic image, the coordinate of the corresponding 

pixel 0 0 0( , )P X Y in the original omni-directional image (Fig.6(a)) can be determined by the 
following equation. 

 
'

0 0

'
0 0

( ) sin
( ) cos

X r Y
Y r Y

 (1) 

Where ' '
0 0( )X r Y . 

 
                                                     (a)                          (b) 

Fig. 6. Principle of unwarping the omni-directional image into panoramic image. (a)omni-
directional image;(b)panoramic image. 

3.2� Look-up table method for omni-directional image unwarping 
Fig.7 describes the principle of look-up table method for omni-directional image unwarping. 
First of all, this method calculates the pixel coordinate mapping relationship between the 
omni-directional image and panoramic image (e.g. using the ray-trace coordinate mapping 
method), and saves the mapping relationship into a loop-up table. After that, when 
performing the omni-directional image unwarping, for each pixel in the unwarped 
panoramic image, what we need to do is to get the mapping from the look-up table, and 
then get the corresponding pixel from the omni-directional image. 
 

 
Fig. 7. Principle of look-up table method for omni-directional images unwarping 
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Advantages of the look-up table method including: this method unwarps omni-directional 
images with high precision (because this method generates the look-up table according to 
the results of ray-trace coordinate mapping); on the other hand, this method unwarps omni-
directional images with high speed (since this method performs unwarping only by 
querying the look-up table and fetches the coordinate). Disadvantage of the look-up table 
method is: this method takes large storage space to store all the coordinate mappings (since 
we need to maintain an item for each pixel of the unwarped panoramic image). 

3.3 Eight direction symmetry reuse algorithm for look-up table unwarping 
In order to decrease the storage space needed for storing look-up table in the look-up table 
method for unwarping omni-directional images, we can use the eight direction symmetry 
reuse algorithm [7]. 
Eight direction symmetry reuse algorithm includes three steps: First of all, we sector the 
original omni-directional image into eight symmetrical regions and partition the target 
panorama image into eight rectangular regions (each corresponds to a sector). Secondly, 
based on any one of these sectors, compute the coordinate transform equation according to 
the principle of symmetrical transform. Finally, impose the ray-trace coordinate mapping 
function on only one sector, and perform symmetrical reusing process on the other seven 
sectors. 

3.3.1 Eight direction symmetrical partition of omni-directional images 
In order to reduce the storage space required to store the coordinate mappings, we reuse the 
coordinate mappings of the first sector using symmetrical principle. The strategy is to 
partition both the omni-directional image and cylinder panoramic images into eight 
symmetrical regions and find out the symmetrical relationship between them, and then 
reuse these relations. 
Fig.8 indicates the principle of eight symmetrical partitions and eight direction symmetry 
reuse. In Fig.8(a), the coordinate system XOY is constructed at the centre of the omni-
directional image O. The omni-directional image is divided into eight symmetrical regions 
named 0A , 1A ,�…�…, 7A . In Fig.8(b), we construct the coordinate system ' ' 'X O Y  at point 'O  

and partition the target panorama into eight equal regions named '
0A , '

1A , �…�…, '
7A . 

After partitioning, the sectors 0A , 1A , ......., 7A  in Fig.8(a) are mapped to the rectangular 
regions '

0A , '
1A , �…�…, '

7A  in Fig.8(b) respectively. We define the sector 0A  and the 
rectangular region '

0A  as storing region, on which the coordinate mapping relationship need 
to be stored. The rest sectors 1A , 2A ,�…�…, 7A  and the reset rectangular regions 

'
1A , '

2A ,�…�…, '
7A  are defined as reusing regions, on which the coordinate mapping 

relationship can be obtained by symmetrical transform reusing the computation result of 
storing region( 0A and '

0A ). 

3.3.2 Eight direction symmetry coordinate transform 
For the point 0 0 0( , )P X Y in storing region in Fig.8(a), its symmetrical points in the seven 

reusing regions iA (i=1,2,3,...,7)are iP (i=1,2,3,...,7). At the same time, the seven points 

iP (i=1,2,3,...,7) in Fig.8(a) map to the seven points '
iP (i=1,2,3,...,7). Supposing the coordinates 
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(a) Eight direction symmetry points in omni-directional image 
 

 
(b) Eight direction symmetry points in panorama 

Fig. 8. Eight symmetrical partition and symmetry reuse 

of point 0P is 0 0( , )X Y , owing to the symmetry of 1P  and 0P at line y x , the coordinates 

of point 1P is 0 0( , )Y X . By the same token, 2P and 1P are symmetric with respect to y-axis 

and the coordinates of 2P is 0 0( , )Y X . The rest may be deduced by analogy, finally we get: 

 

1 0 0 2 0 0

3 0 0 4 0 0

5 0 0 6 0 0

7 0 0

(  ,   ),   ( ,   )
( ,   ), ( , )
( , ), (  , )
(  , )                          

P y x P y x
P x y P x y
P y x P y x
P x y

 (2) 

In Fig.8(b), suppose the coordinates of point '
0P  is ' '

0 0( , )x y , the length of each rectangular 

region is 'h , and the seven points '
iP  are the correspondences of the points iP (i=1,2,3,...,7) in 

Fig.8(a). From Eq.(2) we can see that points iP (i=1,2,3,...,7) relocated on the same concentric 

circle, thus they are of the same vertical coordinate value '
0y (equal to the vertical coordinate of 

'
0P  ). In addition, their horizontal coordinates '

ix  satisfies the following expression: 

 
' '

0'
' '

0

*                if 0  2  4  6

( 1)* 1   if 1   3  5  7i

i h x i
x

i h x i
 (3) 
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Therefore, if the coordinates ' '
0 0( , )x y of point '

0P  are known, the coordinates of the rest 

seven reusing points '
iP (i=1,2,3,...,7)are: 

 
' ' '

0 0'
' ' '

0 0

( * ,   y )                if   2,   4,   6   
(( 1)* 1,   y )   if 1,   3,   5,   7i

i h x i
P

i h x i
 (4) 

3.3.3 The eight direction symmetry reuse algorithm 
The algorithm includes three steps: preprocessing, coordinate mapping and coordinate 
reusing. 
// preprocessing 
Step1. Define the centre of the omni-directional image, the inner and outer radius of the 
valid region; 
Step2. Define the resolution (height and width) of the unwarped panoramic image; 
Step3. Define parameters in the ray-trace coordinate mapping; 
//perform coordinates mapping and coordinate reusing 

Step4. For each pixel ' ' '
0 0 0( , )P x y  in the rectangular region '

0A of the unwarped panoramic 
image, implement step 5 to step 9; 
// coordinate mapping 
Step5. Fetch the coordinates of point   from the look-up table as 0 0( , )X Y , in region 0A  of 

the omni-directional image, where point 0P  is correspondent with point ' ' '
0 0 0( , )P x y ; 

Step6. Copy the pixel value of point 0 0 0( , )P X Y  as that of '
0P ; 

// coordinate reusing 
Step7. Adopting Eq.(2), compute the coordinates ( , )i iX Y  of points iP in the seven reusing 

region iA of the omni-directional image respectively, and guarantee that iP is the 

symmetrical point of 0P , where i=1,2,3,...,7;  

Step8. Adopting Eq.(4), compute the coordinates ' '
0 0( , )x y of points '

iP in seven reusing 

region '
iA  of the unwarped panoramic image respectively, and guarantee that iP is the 

symmetrical point of '
0P , where i=1,2,3,...,7; 

Step9. Copy the pixel values of symmetrical points ( , )i i iP x y  in the seven reusing regions 

iA  of omni-directional image in step 7 as that of points ' ' '( , )i i iP x y  in the seven reusing 

regions '
iA  of unwarped panoramic image in step 8.  

// complete the algorithm 
Step10. When the implement traverses all the pixels in unwarped panoramic image, every 
pixel in other seven reusing regions of the unwarped panoramic image will get its correct 
pixel value. 

4.  Omni-directional stereo image rectification 
After omni-directional images capturing and unwarping, we obtain cylindrical panoramic 
image pairs from the same scene. But it is not appropriate to carry out the stereo matching 
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and depth estimation directly on the obtained cylindrical images for randomicity of imaging 
positions between panorama image pairs, and a rectification process should be done first 
(imaging systems in Fig.3(b), 3(c) are special cases of omni-directional imaging system, i.e. 
in which the relationship between imaging position of image pairs is particular, and 
unwarped panoramic pairs need no rectification). There is only horizontal disparity within 
rectified image pairs, therefore, we can search the corresponding points just along image 
scan line direction, which is a faster and more accurate approach.   
The principle of rectification for cylindrical image pairs and for ordinary perspective image 
pairs is similar, both based on epipolar geometry. But because of particularity of cylindrical 
imaging model, there is biggish difference between the two rectification processes. Some 
related work has been done. [8-10] studied the epipolar geometry of cylindrical image and 
relevant mathematical formula was given. [9-12] discussed image rectification and 
corresponding matching problem in plenoptic modeling, range estimation and 3D 
reconstruction based on cylindrical image, but did not mention how to rectify image pair 
and to search corresponding points. [13-14]proposed a particular panoramic camera fix for 
range estimation and investigated the rectification problem, however, they didn�’t discuss 
about rectification on arbitrary pose of cylindrical camera pairs. While [15] firstly segmented 
panoramic image into several parts along axes direction, then projected every part on to 
plane tangent to the cylinder, and at last rectified image with proposed method for planar 
image. When working with approach in [15], the homographic and perspective project 
transformation (HPPT in short) is necessary and therefore inevitable result in pixel 
information losing and image distortion [16-18], and eventually reduces the correctness of 
the corresponding matching. Although [17] proposed a method, which transformed a line in 
planar image into a vertical line of cylindrical image, to minimize by-effect of HPPT, this 
method, in view of particularity of cylindrical imaging, can not apply to cylindrical image 
directly. 
According to recent study literatures, the normal approach for rectifying cylindrical image 
pairs is the way via epiline-sampling based on epipolar geometry. It samples reference 
images as much as possible to obtain better pixel-maintain-rate and effective-pixel-rate by 
analyzing the epipolar constrain of cylindrical image pairs, and has a fair rectification result 
for unwarped omni-directional images. Compared with approach of HPPT, this method can 
reduce image distortion and pixel information losing obviously and maintain the scene 
information better. 

4.1 Epipolar geometry of cylindrical panoramic image pairs 
Epipolar geometry is an important constraint for stereo images from camera pairs, it reveals 
the inner relationship of the pixel positions of special scene projected onto the two cameras. 
As illustrated in Fig.9, let V1, V2 denote two viewpoints with origin v1, v2, and Clind1, Clind2 
are two cylindrical panoramic images, p means a scene point with coordinates p1=(x1,y1,z1)T 
in V1, p2=(x2,y2,z2)T  in V2. For generality, we assume coordinates V1 is coincide with world 
coordinates. The plane spanned by v1, v2 and p is so-called epipolar plane, and its 
intersection lines ( Epiline1, Epiline2) with Clind1, Clind2 are named epiline. Epipolar 
geometry of two views can be formalized as follows.  Let pv1, pv2 denote positions of a scene 
point in viewpoint coordinate of V1 and V2. The transformation between them is given by 
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pv2=Rpv1+T, where R is a (3x3) rotation matrix and T is a (3x1) translation vector. Then the 
normal of plane spanned by T and p1 is  NTP1=Txp1 where x denotes outer product. And the 
normal of plane spanned by T, p2 is NTP2=RNTP1=R(Txp1). Since p2 belongs to the intersection 
line between epipolar plane and Clind2, Eq.(5) can be established by NTP2  p2=0, i.e. 
 

 
Fig. 9. Epipolar geometry of cylindrical image pairs 

 

 1 2( ) 0R T p p  (5) 

let [ , , ]T
x y zT t t t , and 

0
[ ] 0

0

z y

z x

y x

t t
T t t

t t
, then Eq.(5) can be expressed as 

 1 2 1 2 2 1( [ ] ) ( ) 0TR T p p Mp p p Mp  (6) 
Where [ ]M R T  is a ( 3 3 , rank 2) matrix. Eq.(5,6) presents the epipolar geometry of 
cylindrical panoramic image pairs. 

4.2 Coordinate transformation 
For what we actually get is the pixel coordinate of image, a transformation from pixel 
coordinates to camera coordinates is necessary. The transforming equation is: 

 
1

1 1 1 1 1

1 1

cos
( , , ) sin

( )

T

c

x f

p x y z y f a

z v v PixelSize

 (7) 

Where =u1x2 /ColNum, f denotes camera focus, i.e. the radius of cylinder, (u1,v1) is pixel 
coordinates of p1 on unrolling cylindrical image, vc means the row index of center point on 
unwarped cylindrical image, ColNum denotes width of unrolling cylindrical image, PixelSize 
denotes the size of pixel. Obviously, the same transformation can by applied to p2. Let 
Mp1=(kij)3x1=K, according to Eq.(6,7), there is 
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where ColNumu /222 . Without subscript components of 2 

and v2, we have
   PixelSizek

fkfkvv c
31

2111 sincos
  , ColNumu /2 .  

4.3 Epiline equation solving 
When omni-directional image unwarping, it is obvious that: f can be fixed, and cv , 
PixelSize is known (for the size of camera film is known). Therefore, we can only consider 
solving epipolar geometry equation under the following two cases: 
1. Cylindrical camera has been calibrated, i.e. the values of R , T , f , cv , PixelSize are 

known. Then Eq.(6) will be a group of linear equations  about 2p  if coordinates of 

1p 1 1( , )u v is known. And vice versa. 
2. Cylindrical camera has not been calibrated. Thereby, we should firstly estimate 

fundamental matrix M . Let 3 3( )ijM m , Eq.(6) can be expressed as  

 11 1 2 12 1 2 13 1 2 21 1 2 22 1 2 23 1 2 31 1 2 32 1 2 33 1 2 0m x x m y x m z x m x y m y y m z y m x z m y z m z z   (8) 

If coordinates of 1 1 1( , , )x y z  and 2 2 2( , , )x y z are known, Eq.(8) will be a nine variables linear 
equation with constrain of det( ) 0M . Referring to 8-points algorithm of estimating 
fundamental matrix, we can get M similarly and then the corresponding epiline equation of 
every point. 

4.4 Rectification via epiline sampling 
To reduce distortions and pixel-information-losing of rectified images, it should sample the 
reference image maximum according to epipolar geometry. 
For generality, assume the radius and height of 1Clind , 2Clind  is 1f , 2f , 1h , 2h , where 

21 ff ,
21 hh ) f and h can be fixed when omni-directional unwarping), 1V , 2V denote two 

viewpoints with origin 1v , 2v , X axes sets along 21vv ,and the coordinates 1V  is coincide with 
the world coordinates (see Fig. 10). For simplicity, we study the epiline sampling algorithm 
on Part1and Part2, parts of the cylindrical images. 
Let 1 1 1

1 ( , , )x y ze e e e , 2 2 2
2 ( , , )x y ze e e e  be the two epipolars which have minimal distance 

among the four epipolars on Clind1, Clind2,  since e1,e2 must be on all of the epipolar planes, 
i.e. all of the epipolar planes are composed of the plane cluster which intersect at 1 2e e . Let 

the angle between epipolar plane and PH  which is a plane spanned by 1 2e e  and point 

fp ( 1 1( , ,0)f y xp me me ,
1 2 12
y x

fm
e e

) on 1Clind  be . In order to sample pixel 

information on Part1, Part2 as much  as possible, the value region ofs should be as large as 
possible, that is to say, epipolar plane should intersect Part1, Part2 maximally. 
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Fig. 10. Principle of epiline-sampling on cylindrical images 

To calculate the largest value range of , vertexes coordinates of 1Part , 2Part should be 

taken into consideration. Let the coordinates of vertexes of 1Part , 2Part  be ),,( j
i

j
i

j
i zyx  

where 1, 2,3, 4i  and 1, 2j (when 1, 2i , ( , , )j j j
i i ix y z  denotes vertexes above PH , 

otherwise, denotes vertexes below PH ) , the normal of plane spanned by ( , , )j j j
i i ix y z , 1v , 2v  

is j
in , and the normal of PH  is phn , then the angle between these two planes is 

arccos
j

i phj
i j

i ph

n n

n n
. Thereby when the value region of cut angle  between PH  and 

epipolar plane intersecting jPart  is 3,4[0,max( )]j
i  below PH , and 3,4[0,max( )]j

i  

above PH , the intersection line between epipolar plane and 1Clind , 2Clind  can sample the 
pixel information of 1Part , 2Part  as much as possible. 

Following is the algorithm of calculating epilines on 1Part , 2Part . Let 1,2max( )j l
i m , 

3,4max( )j k
i n , , , {1,2}, {3,4}m l k n , the Z coordinate of intersection point between 

line defined by 
l
m
l
m

x x
y y

 and plane spanned by ( , , )l l l
m m mx y z , 1e , 2e  be maxz , and 

Z coordinate of intersection point between the same line and plane spanned 
by ( , , )k k k

n n nx y z , 1e , 2e  be minz , then for any point on  

 

min max

l
m
l
m

x x
y y

z z z
 (9) 

we can figure out the corresponding epiline equation on 2Clind  referring to 

( ) ( , , ) 0T
kMp x y z , and corresponding epiline on 1Clind  as the intersection of cylinder 

and epipolar plane where the cylinder is defined as  
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2 2 2

0
x y f

z h
 (10) 

and the epipolar plane is defined as  

 1 2[( )[( )] ] [ ( , , )] 0k k kp e p e p x y z  (11) 

With Eq.(10,11), epiline corresponding to kp  on 1Clind  can be solved. When set the value of 

kz  from minz to maxz , we can sample 1Part , 2Part  by pairs of epilines as many as max min( )z z . 

4.5 Rectification experiments 
Corresponding rectifying experiments on part of the cylindrical image (Fig.11(a),Fig.12(a)) 
via algorithm of HPPT[15] and epiline-sampling are shown in Fig.11(b,c) and Fig.12(b,c).  
As experiments illustrated, rectifying with HPPT resulted in worse image distortions and 
resolution losing, while the approach based on epiline-sampling shows a better result, for it 
keeps the length of epiline and height and width of the image unchanged and reduced pixel 
information losing, as shown in Fig.11(c) and Fig.12(c). 
 

  
                          (a)                                             (b)                                                     (c) 

Fig.11 (a): Uncalibrated image pair of part of synthesized cylindrical images (corresponding 
points are not in the same scan line); (b): Rectified image pairs corresponding to images in 
(a) using the method [15] (corresponding points are in the same scan line); (c): Rectified 
image pairs corresponding to images in (a) using the proposed method (corresponding 
points are in the same scan line) 

 
                         (a)                                                   (b)                                                    (c) 
Fig. 12. (a): Uncalibrated image pair of part of real cylindrical images (corresponding points 
are not in the same scan line); (b): Rectified image pairs corresponding to images in (a) using 
the method [15] (corresponding points are in the same scan line); (c): Rectified image pairs 
corresponding to images in (a) using the proposed method (corresponding points are in the 
same scan line) 

5.  Stereo matching and depth estimation 
After rectification of omni-directional image pairs, stereo matching should be done on 
rectified images to recovery depth information. Given camera calibrated, it is easy to 
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figure out depth information from disparity via triangulation because of correspondence 
between disparity and depth. In this way, the problem of depth recovery is equal to 
finding correspondence within image pairs or series of images, i.e. stereo matching. 
However, stereo matching is a hard work for the reasons of noises, occlusion and 
perspective distortion. 
At present, researches in this field mainly differ in problem modeling and solving, they can 
be categorized into algorithms based on feature information, region information, and local 
or global approaches based on pixel information. Each method has their own advantage and 
disadvantage, for example, algorithms based on feature information is robust against noise, 
but can only obtain sparse disparity image; algorithms based on region matching although 
can get dense disparity map, but its reliability is poor and result is incorrect in the region of 
untextured, occluded and discontinuity; algorithm based on local information is faster 
compared to other ones but more sensitive to image local features and apt to produce wrong 
result.    
However, approaches with global graph cuts (GC) optimization are widely studied and 
showing strong performance in last few years. [19-21] utilized GC optimization in stereo 
matching decade ago; Yuri Boykov and Vladimir Kolmogorov developed new faster GC 
algorithm[23-27] on the basis of[19,21-22], which coped smoothness problem of resultant 
disparity map in the depth-jump area. Meanwhile, [28, 29, 31] adopted occlusion 
restriction in GC optimization, but occlusion itself is still too complex to deal with. [29-32] 
firstly initialized a disparity map and segmented it, then fitting each segment with a 
planar equation and labeling them via GC optimization, , therefore, a better result can be 
obtained. 
In this section, methodology and processes of stereo matching via GC optimization will be 
introduced in the first instance, and then a stereo matching algorithm based on region 
restriction and GC optimization will be illustrated in detail. This algorithm assumes 
disparity jumps only at the region of color discontinuity, and constructs energy function 
subjected to restriction between region boundaries. In this way, not only the global solution 
of energy function can be work out, but also that the solution has the feature of 
discontinuity-preserving, meanwhile embodies occlusion restriction, ordering restriction 
and uniqueness restriction. Additional, for energy function is only constructed based on 
boundary pixels, the number of graph vertex in GC optimization should certainly reduce 
significantly and results in great efficient performance. 

5.1  Energy minimization presentation of stereo matching 
Stereo matching between image pair can be compared to a problem of carbonization 
optimization. For a scene of limit depth, the corresponding discrete integral disparity is also 
a limit set, and our goal is to find (according to some rules) an optimal combinatorial 
configuration of disparity for each pixel in stereo images. Energy minimization is a common 
solution for this issue, which is usually presented as: 
 

 
,

,

min ( ) ( ) ( , )p p p q p q
p I p q N

 E f D f V f f  (12) 
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Where p , q denote pixels with neighborhood system N in image I , f is the combinatorial 

configuration of disparity for every image pixel. ( )p pD f  (called data term) expresses color 

consistency of pixel p when its disparity is pf . , ( , )p q p qV f f  (called smoothness term) 

means smoothness between pixels p with disparity qf and q with disparity qf . 

5.2  GC optimization 
To solve Eq.(12), there are many approaches such as simulating anneal, dynamic 
programming and neural network, but these methods are either fit for high dimension 
dataset or hard to converge, and usually are inefficient in terms of computation. Recent 
researches prove that algorithms based on min cuts are very appropriate for problem of 
combinatorial optimization. They can be categorized mainly into two sets: 
 

1.  GC algorithms obtaining global optimal solution 
[20,21,33] regard combinatorial optimization as a labeling problem, and solving the problem 
via constructing a special graph whose min cuts/max flow just corresponds to optimal 
solution of energy function. To ensure a given energy function can be presented with graph, 
it demands smoothness term of energy function must be convex, therefore, result in bigger 
punish and over-smooth at boundary of disparity jump. Additional, for the convexity of 
smoothness term, some issues such as occlusion problem, ordering restriction can not be 
dealt with very well. 
 

2.  GC algorithms obtaining global second optimal solution 
To settle the over-smooth problem, [23-25] proposed to adopt unconvex smoothness term to 
make energy function discontinuity-preserving. So called Potts model 

, ( , ) ( )p q p q p qV f f T f f is a common simple smoothness term, however, even with 

Potts model, [23,26,28] proved it is NP-hard to optimize such energy function and there is 
no efficient global optimization algorithm. Therefore, [23,26,27]developed approximating 
ways to cope this problem by dividing optimization of multivariable energy function into 
iterative optimization of two-variable energy function, it meanwhile showed that, after 
certain iteration, the solution we get via this approach is just near the global optimal 
solution[21]. Because of unconvexness of smoothness term, such algorithm also can deal 
with occlusion, ordering problems and uniqueness. However, there are still some 
disadvantages. Approximating approach can only obtain second optimal solution in 
iterative way, it is hard to measure the computation complexity, and when take occlusion or 
ordering into consideration, it will bring in more additional computation.  

5.3  Graph construction of GC optimization 
Graph construction of GC optimization in this section is very similar to the way proposed in 
[21], as Fig.13 illustrated, where vertexes of graph network are possible matching pixel 
pairs, and edges of graph network denote neighborhood interaction and restrictions 
ensuring correspondence between a min cut of graph and a disparity configuration of stereo 
matching. 
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Fig. 13.  A graph structure for stereo matching 

 
Fig. 14.  A subgraph of Fig.13 corresponding to pixels p and q 

Fig.14 is a subgraph of Fig.13 corresponding to pixels p and q, and vertexes R and S are 
terminals Source  and Sink in Fig.13. The detail graph construction process can be defined 
as follows: 
1. For each pixel p, create a set of vertexes p1,�…�…, pk-1 (k is the number of labels). Connect 

them by edges which is called t-links 1 , ...,p p

kt t where 

1 1 1 1, , , , ,p p p

j j j k kt R p t p p t p S ; 

2. For each pair of neighboring pixels p, q and for each 1, ..., 1j k , create an edge 

called n-links ,j jp q with weight ,p qu ; 

3. Each t-links p
jt is assigned a weight ( )p p jK D l where pK is any constant such that 

,( 1)
p

p p qq N
K k u . 
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Any cut of graph define in this way corresponds to a disparity configuration of stereo 
matching, and the cut cost is: 

 ,
,

( )C C C
p p p p qp q

p I p I p q N

C K D f u f f  (13) 

In Eq.(13), p
p I

K is a constant, and ( )C

p p
p I

D f  is corresponding data term in Eq.(12). If we 

define , ( , )p q p qV f f = ,

C C

p q p qu f f , then there is only a constant term dispersion between 

Eq.(12) and Eq.(13). Therefore, the two equations can get optimal solution simultaneously, 
i.e. corresponding solution of min cut of constructed graph is also the global optimal 
solution of energy function. More information can refer to paper [21]. 

5.4  Stereo matching based on region boundary restriction and GC optimization 

For the unconvexness of ,
C C
p qp qu f f , energy function with the form of Eq.(13) can 

obtain global optimal solution via GC, therefore stereo matching algorithm based on region 
boundary restriction and GC optimization is naturally to represent energy function in the 
form similar to Eq.(13), but additional, it also need to deal with over-smooth problem 
meanwhile embody ordering and unique restrictions. 

5.4.1  Assumptions 
This algorithm assumes that: 
1. Most of disparity jump occur at the region of color discontinuity. 
2. If the image is over-segmentation based on color information, then it is sensible to 

consider that pixels in same segment have equal disparity [29,31]. 
3. Most occlusions in image pair are part-occlusion. 
With qualitative analysis, it is clear that the assumptions given above are rational in most of 
cases. 

5.4.2  Algorithm principle 
Because pixels in same region have equal disparity after image segmentation, therefore, 
disparity of whole segment is up to disparity of its boundary pixels, and the key problem of 
stereo matching can be regarded as find corresponding disparity for every pixel on each 
segment. 
Hence, an approach is region matching, for that if region correspondence between images is 
known, it is easy to figure out disparities of boundary pixels. [37] proposed a region 
matching algorithm, which worked as following: (1)segment image based on color 
information; (2) match regions by region features; (3) compute disparity map of whole 
image according to region matching result. However, this algorithm is not consistent with 
the fact. For factors such as imaging process and segmentation algorithm itself, 
segmentation results of image pairs of same scene may be different in many ways, which 
will be certainly result in wrong region matching. Fig.15 illustrates the difference in shape 
and size of segments of image pairs. 



Catadioptric Omni-directional Stereo Vision and Its Applications in Moving Objects Detection 

 

511 

          
                                                 (a)                                                           (b)  

          
                                                   (c)                                                         (d) 

Fig. 15. (a): middle-top part of left view of venus testing image pair; (b): segmentation result 
of (a) via mean-shift algorithm; (c): middle-top part of right view of venus testing image 
pair; (d): segmentation result of (c) via mean-shift algorithm 

To overcome problem mentioned above, in this section, a new approach for region matching 
is proposed. It only segments one of reference images (for generality, we can assume it is left 
image) based on color information, and then constructs energy function according to color-
consistency and neighborhood relationship. It will show that, when optimization via graph 
cuts with this approach, region boundary of left image will close to corresponding region 
boundary of right image automatically. Constructed energy function is defined as: 

 
1 2

, ,
, ,

( ) ( ) 1 ( , ) 2 ( , )p p p q p q p q p q
p BI p q N p q N

min E f D f V f f V f f  (14) 

Where BI is the image consist of pixels on left and right region boundary (see [37] for 
definition of left and right region boundary) from one reference image, ( )p pD f denotes 

color difference for pixel p with disparity pf , , ,1 ( , ) 1 ,p q p q p q p qV f f u f f  

, ,2 ( , ) 2p q p q p q p qV f f u f f indicate the punish for different disparity of ,p q with 

neighborhood 1 2,N N , where 1N is neighborhood of pixels along scan line direction on 

adjacent region(as ,p q  illustrated in Fig.16(a)), 2N is neighborhood of pixels on left and 

right boundary of the same region(as sillustrated in Fig.16(a)), 1 2u u . And Fig.16(b) 
shows how this algorithm works. 
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                                          (a)                                                                           (b) 

Fig. 16.  (a): position relation illustration of pixels on region boundary(part magnified image 
of Fig.15(b)); (b): principle of region boundary pixels matching illustration(part magnified 
image of Fig.15(c)) 
p, q are pixels on boundary of two adjacent region, it is clear that, corresponding points of p, 
q in Fig.16(a) should lie in the area near central point of the circle in Fig.16(b). If assume 
correspondence of p, q in optimal configuration f c is not the case, i.e. corresponding points 
of p, q in Fig.16(a) are p, q in Fig.16(b) respectively, then according to Eq.(14) , 

,1 ( , ) 0p q p qV f f  and is proportional to distance between p, q, hence it is contradictory to 

the assumption that f c is the optimal configuration. Because if choose p, q in Fig.16(b) more 
close to central point of the circle, ,1 ( , )p q p qV f f  will certainly reduce and ,2 ( , )p q p qV f f and 

( )p pD f should keep the same cost (for pixels in same region are color consistency 

and 1 2u u ), therefore, the total cost of energy function ( )E f  will reduce. 
With globally optimizing Eq.(14) via GC, we can get fairly correct result of region matching, 
but for occlusion between regions, the dense disparity map can not be obtained yet. 

5.4.3  Dealing with occlusion  
Different depth of scene objects is the essential cause of occlusion, and only pixels in 
unoccluded part of one image have corresponding point in another image, that is to say, if 
we can match unoccluded part of reference images correctly, we can get correct disparity 
map meanwhile. After optimizing Eq.(14) via GC, region matching is fairly accurate, thereby 
the subsequent key problem is dealing with occlusion. We discuss that in three cases 
(because there is only horizontal displacement, so we need only analyze occlusion occurring 
at left and right region boundary): 
1. There is no occlusion existing at left or right region boundary, then disparity of pixels 

on left and right region boundary are equal to each other, and also to disparity of the 
region. 

2. Only left/right region boundary is occluded, in this case, disparity of whole region can 
be inferred from that of unoccluded region boundary. 

3. Both left and right region boundary are occluded. Under this circumstance, we can not 
certainly get correct region disparity because neither disparity of left or right region 
boundary is authentic. 

Analyze occlusion and disparity estimating in the cases of situation 1 and 2. As Fig.17 
illustrated, Fig.17(a) and Fig.17(b) are stereo image pairs. Assume corresponding point pairs 
after region matching are 1, 1 , ...,{ 2, 2}a A c C , then disparity of pixels on region boundary 

in Fig.17(a) can be expressed as 1 1 1 1( ),...., ( )A a C cx x x x . It is obvious that there is part-
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occlusion existing in region ,A C  (labeled with red rectangle), therefore, only disparity of 
left region boundary of A is authentic, i.e. disparities of pixels between a1,a2 can be 
considered to be 1 1( )A ax x . Similarly, disparities of pixels between c1, c2 can be considered 

to be 2 2( )C cx x . For 2 2 1 1 1 1 2 2 1 1 2 2( ) ( ), ( ) ( ), ( ) ( )A a A a C c C c B b B bx x x x x x x x x x x x , 
we can present disparity estimating equation as: 

 1 1 2 2min(( ), ( ))p P p P pD x x x x  (15) 

where ,P p  are corresponding pixels on left and right region boundary. As an example 
,Fig.17(c) gives the corresponding dense disparity map of Fig.17(a) (disparity of background 
pixel is set to zero). 
 

   
                                    (a)                                         (b)                                  (c) 

Fig. 17. Occlusion and disparity calculation. (a): left view of image pair; (b): right view of 
image pair; (c): corresponding disparity result 

As discussed above, with this approach, it can obtain authentic region disparity and 
meanwhile occlusions occurring within reference image pairs. Additional, although there is 
punish given for adjacent region boundary, it allows disparity jump between them (as 
disparity jump existing at the left and right boundary of region B in fiugre17).  

5.4.4  Uniqueness 
In this algorithm, though it is not defined uniqueness restriction explicitly, uniqueness 
restriction is still fulfilled in result disparity map for color consistency and neighborhood 
interactions have been enforced in energy function. 
As illustrated in Fig.17, assume boundary pixel a2 in Fig.17(a) is ( , )x y , its corresponding 
point in Fig.17(b) is 2A ( , )x d y , and 1b ( 1, )x y is the adjacent boundary pixel of a2, 
hence coordinates of B1 as corresponding point to b1 should be ( 1, )x d y (when region 
B unoccluded) or ( , ), 1x d k y k (when region B occluded), otherwise, B1 will lie in 

region A and result in more cost of ( )p pD f for different color within two regions. 

To sum up, the process of this algorithm can be described as following: 
1. Segment arbitrary one image of stereo image pairs and obtain corresponding region 

boundaries. 
2. Construct graph according to Eq.(14) and segmentation result. 
3. Find the min cut of constructed graph and matching regions. 
4. Estimate disparity map and analyze occlusion according to Eq.(15). 
Among those steps, the second one is the key operation. Although it is similar to approach 
proposed in [21], it differs from that in graph element and neighborhood system, and the 
essence of energy function despite of alike equation form. 
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5.5  Stereo matching experiments 
Fig.18 illustrates some examples of stereo matching and disparity estimating with image pairs 
from Middlebury dataset and real scenes. The results of stereo matching are measured with 
criteria proposed in [34], i.e. record number of pixel whose disparity discrepancy is beyond 
one from ground truth(called error). For every pair of reference image, calculate three 
statistics: (1) error on all pixels in image allD ; (2) error on pixels in undiscontinuity region; (3) 
error on pixels in untexture region. Experiments result are shown in Fig.18, Fig.19, Fig.20. 
 

   
(a) 

    
(b) 

   
(c) 

   
(d) 

Fig. 18. Result on tsukuba and sawtooth testing image pair. (a): tsukuba testing image pair 
and corresponding ground truth; (b): corresponding stereo matching results on tsukuba 
testing image pair via algorithms of proposed, [35-36] from left to right; (c): sawtooth testing 
image pair and corresponding ground truth; (d): corresponding stereo matching results on 
sawtooth testing image pair via algorithms of proposed, [35-36] from left to right 
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(a)  

 
(b)  

Fig. 19. Experiment with synthesized scene. (a) synthesized cylindrical panoramic image 
pair after rectification; (b) disparity map of synthesized cylindrical panoramic image pair. 

 
(a) 

 
(b) 

Fig. 20. Experiment with real scene. (a) real cylindrical panoramic image pair after 
rectification; (b) disparity map of real cylindrical panoramic image pair. 
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6.  Applications on moving object detection and tracking 
Moving object detection is a foundation problem in computer vision, and it is also a 
foundation problem in catadioptric omni-directional stereo vision. So, we will present an 
application case of moving object detection that is based on the omni-directional stereo vision. 
As we know, traditional moving object detection methods that are based on a single camera 
have some difficulties, including: 1) Need to consider the background change, such as the 
illumination changes, background disturb (e.g. wind blowing and tree swing), shadow, 
movement of the cameras, et al. 2) When tracking the moving objects, the object is likely to 
go beyond the camera resulting in lose of the objects. At this time, we need to rotate the 
camera and search the object again. 
The above problems can be resolved using the omni-directional stereo vision method. In this 
method, we utilize the depth information from the stereo vision to detect objects, since the 
depth information calculation is independent from the background image, it is not affected 
by illumination change and background disturb. Catadioptric omni-directional imaging 
system captures the 360 degree FOV just in one shot, so it does not need to rotate the camera 
when tracking moving objects. 
 

 
Fig. 21.  Overall flow of moving object detection based on omni-directional stereo vision 
Fig.21 shows the overall flow of moving object detection based on omni-directional stereo 
vision. In this figure, the omni-directional stereo vision device takes charge to capture omni-
directional stereo vision image (or image pair). After camera parameters estimation, global 
movement estimation and global movement compensation, we get the omni-directional 
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stereo image (or image pair) that has compensated the global movement of the camera. At 
this time, there exists no camera movement, and exists only object movement (i.e. local 
movement). Based on these images, we can perform stereo matching and depth calculation, 
so as to get the omni-directional stereo depth image at the same time (e.g. ttT ). 
Then, we can do differential calculation between frames of the omni-directional stereo depth 
images at different times, and we can detect and track the moving objects. 
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1. Introduction  
Current demographics show that Japan is experiencing a combination of an aging 
population and a declining birth rate. Therefore, interest is growing in the potential of 
human symbiotic robots such as daily life support robots that can care for the aged and 
young children. Human symbiotic robots require sophisticated capabilities to achieve 
symbiosis and interaction with humans. It is essential for these robots to understand human 
intentions, and interact with humans and the environment. We call these technologies, 
which create real value for people and society, "human-centric technologies", and have 
developed some home robots and human symbiotic robots (Yoshimi et al., 2004; Matsuhira 
et al., 2005a; Matsuhira et al., 2005b). The development of these robots is a typical target for 
human-centric technologies, but these technologies are not only applicable for robots but 
also for all machines that humans use. 
In the development of human symbiotic robots, we set one of the target criteria as the ability 
to recognize individuals using vision, and to understand situations in order to provide 
various real-life services to humans. To realize this target criterion, we think that the 
principal capabilities required are accurate vision and recognition of specified individuals 
who are in the vicinity. Moreover, another important capability common to the human 
symbiotic robot is that of moving safely near humans. 
In light of the above considerations, we have developed ApriAttendaTM shown in Fig.1, a 
person following robot that finds a specified person using visual tracking functions and 
follows him/her while avoiding obstacles (Yoshimi et al., 2006). Person following robots 
developed until now use various types of cameras for detecting a target person, and some of 
them use other sensors (Schlegl et al., 1998; Sidenbladh et al., 1999; Kwon et al., 2005; 
Cielniak et al., 2005; Kobilarov et al., 2006). Our newly developed robot adopts a stereo 
vision system, and additionally a Laser Range Finder (LRF) is mounted on the robot body to 
enhance the performance of person following motion. 
A person following robot has to distinguish the target object from other objects and 
recognize it by some methods. And the robot has to get the information of the target 
position, and continue following it quickly so as not to be left behind. At this time, camera 
information is often used to recognize the target. In addition, in the case of the stereo 
systems using two or more cameras, the distance information for the person following 
motion can be obtained. 
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The stereo vision system generates information on distance to the object being tracked. It is 
helpful for the person following motion but unsatisfactory, because this information has 
insufficient accuracy for quick person following motion. Using the image data with a rough 
pixel limited by the trade-off with the calculation speed, many quantization errors will 
occur. 
So, we designed a tracking system that uses highly accurate measurement information by 
operating in combination with LRF. Our system has a feature to change the fusion rate of 
vision and LRF data according to the congestion level of the movement space, and so we 
achieved quick and stable person following motion. 
This article introduces the mobile robot system to which the vision system is applied. And 
the behaviour of the vision system mounted on the mobile robot is shown. Moreover, the 
problems of the tracking system applied to the robot system are pointed out, and a new 
sensor fusion method to overcome the problems is proposed. Additionally, the effect of the 
proposed method is shown by referring to experiment results. 
 

 
Fig. 1. Person Following Robot ApriAttendaTM (without LRF) 

 
Table 1. Specifications of ApriAttendaTM 
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2. Person following robot ~ robotics application of vision systems ~ 
2.1 Robot specifications 
The person following robot, ApriAttendaTM, whose shape consists of two spheres, one 
mounted on top of the other, is shown in Fig.1. It is designed to look friendly and gentle, so 
many people feel that it is safe and harmonizes with the surrounding environment. The 
specifications of ApriAttendaTM are shown in Table 1. The robot is approximately 450mm in 
diameter, 900mm in height, and 30kg in weight, and it moves by two independently driven 
wheels. The robot gets the image of the target person by means of two CCD cameras on its 
head with pan/tilt motions. The robot can get higher-resolution images in real time using 
stereo vision than in the case of using an omnidirectional camera; the accurate recognition of 
the target person is executed. Furthermore, the robot is equipped with  an LRF on its body 
(Fig.11). It can get high-precision line-scan (direction-distance pare) information. 
We have designed the size of this robot to enable it to coexist with people who walk around 
in the home and public facilities, and to look over the objects on standard height desks or 
tables. The robot can be commanded through verbal communication, the touch panel 
display mounted on its back, or wireless LAN from an external PC. The robot is powered by 
lithium-ion batteries and its operation time is about one hour with full batteries. The robot 
has an inertia absorbing mechanism to maintain stability in case the robot moves or stops 
suddenly. 

2.2 Functions 
ApriAttendaTM finds a specified person and follows him/her. Its basic functions involved in 
following a person are as follows: 
1. Tracking the specified people: A developed proprietary image processing algorithm 

extracts and recognizes specific individuals, registering the color and texture of their 
clothing, and distinguishing them from cluttered backgrounds. Additionally, we have 
strengthened the tracking performance by integration of LRF information. The details 
are explained below.  

2. Following at his/her pace: The robot calculates the distance between the target person 
and itself using stereo vision and follows him/her with the appropriate speed to keep 
the distance constant (Fig.2(a)). 

3. Avoiding obstacles: The robot uses ultrasonic sensors integrated in the robot�’s base to 
detect obstacles and automatically generates a route to avoid them (Fig.2(b)). 

4. Resuming contacting when the robot misses him/her: If the robot loses sight of its 
target, it searches for the person or calls out to re-establish contact. 

The person following motion control, including obstacle avoidance and contact resumption, 
is explained in detail below.  
The person following robot equipped with the above mentioned functions is expected to 
support our daily life from the viewpoints of safety, security and practicality. It will take 
care of an infant and/or elderly person, and carry baggage as it follows the user in a 
shopping center as shown in Fig.3. 

2.3 System configuration 
The system configuration of ApriAttendaTM from the viewpoints of function modules is 
shown in Fig.4. For the person following function, we have constructed two function 
modules, the Target Detection Module and the Motion Control Module, in the 
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ApriAttendaTM�’s control system. Two camera images of the target person including 
cluttered backgrounds are captured concurrently by the original versatile multimedia front-
end processing board named MFeP (Sato et al., 2005), and sent to the Target Detection 
Module. At the Target Detection Module, the target person is detected by the newly 
developed image processing algorithm, and the result (distance and direction data of the 
target person from the robot) is sent to the Motion Control Module through the network. At 
the Motion Control Module, the two wheels and the head of the robot are controlled 
cooperatively to follow the target person smoothly. LRF is mounted and used to track in this 
module. The Target Detection Module runs on Windows PC and the Motion Control 
Module runs on Linux PC, because the Windows PC has many image processing 
applications, and the robot motion control requires real-time processing. The frame rate of 
the image processing system is about 15 fps, and the control cycle of the motion control 
system is 1kHz. 
 

Quickly follow

Slowly follow

                  

People avoid 
obstacles

So does 
ApriAttenda

 
                         a) Moves as the person does                (b) Avoid obstacles 

Fig. 2. Concept of ApriAttendaTM�’s Motion 

 
Fig. 3. Assumed Roles of Person Following Robot 

Regarding ApriAttendaTM�’s systemization, the open robot controller architecture (Ozaki, 
2003) has been adopted to easily integrate the Target Detection Module and the Motion 
Control Module, because this distributed object technology based architecture can connect a 
number of software modules easily even if these modules are located on different CPUs. 
This architecture has already been successfully applied to ApriAlphaTM (Yoshimi et al., 2004). 

Babysitting
Watch over the elderly

Carry bags
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Fig. 4. System Configuration of ApriAttendaTM 

2.4 Motion controller architecture 
A. Person Following Control 

The person following robot ApriAttendaTM finds a target person and measures distance and 
direction to him/her using stereo vision processing and LRF sensing data. The robot 
controls its speed to keep the distance to the person constant and follows him/her. When 
the target person moves forward, ApriAttendaTM moves forward, and when the person 
stops, the robot moves to a point beside the person and also stops. If the person approaches 
too closely to the robot, ApriAttendaTM backs off. Figure 5 shows the configuration of 
ApriAttendaTM�’s motion control system. It consists of two parts, the Body Motion Control 
Module and the Head Motion Control Module which construct the general position control 
system. Since the movement of the target person cannot be predicted beforehand, the 
highest priority of the person following control is to control the camera head module to 
keep the target person at the center of the visual field, robustly. Next, the robot body is 
controlled to change its direction to the same direction as the head module, and at the same 
time, to move its position to keep the distance to the target person constant under the 
nonholonomic constrained condition of its two independently driven wheels system. 

B. Obstacle Avoidance Control 

In the person following motion, ApriAttendaTM detects the target person by the image 
processing and LRF sensing system, and checks for obstacles in its way using ultrasonic 
sensors in parallel. When an obstacle on the robot�’s trajectory is found by the ultrasonic 
sensor, the robot starts to avoid the obstacle, and tries to continue following the person by 
the vision sensor, so the robot keeps its visual axis to the target person using the degrees of 
freedom of its head unit and changes the direction of the body and goes around to avoid the 
obstacle. The avoidance control system is constructed by means of obstacle map written by 
occupancy grid map and the velocity potential method (Yoshimi et al., 2006). The Avoidance 
Trajectory Generation Unit in Fig.5 converts the reference information of the robot motion to 
avoid the obstacle when it exists near the robot. 
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Fig. 5. Motion Control System of ApriAttendaTM 

3. Vision-based tracking algorithm 
A. Feature Parameters for Target Person Detection 
The most difficult and important problem for the vision-based target detection of the person 
following robot is to select the most suitable feature parameter, which expresses the target 
person in the captured input image (Schlegel et al., 1998). For the detection of the target 
person�’s region, we usually check many kinds of features on the specified part of the input 
image, such as the position (absolute position and distance from the robot), color, and 
movement speed. If the most suitable feature parameter has been selected, the target 
detection process is defined to find the part corresponding to the selected parameter from 
the input image. However, it is difficult to select the most suitable feature parameter to 
detect the target person�’s region, because the specified part of the input image moves not 
only due to the target person�’s but also the robot�’s movement; furthermore the detected 
color of the specified part may change because of shifts in lighting. 
Hirai et al. selected a shape of human back and shoulder for visual tracking of the target 
person (Hirai et al., 2003). We assumed that the target person usually moves and exists 
before the background, so we defined that the group of feature points on the person�’s region 
in the input image moves at a certain speed, and/or exists nearer than the background and 
its position changes continuously. Once a target person is detected as a region of moving 
and existing before background, we can follow this region using our definition mentioned 
above. 
B. Dynamic Switching of Feature Parameters for Target Person Detection 
To select the most suitable feature parameter for detecting the target person stably while the 
person following robot is moving, we have introduced a method of dynamically switching 
the feature parameters. This method selects and switches the most suitable feature 
parameter for detecting the target person dynamically according to the input image�’s 
condition, and achieves robust target person detection. 
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We have developed a new algorithm to recognize and extract the region of the person from 
an input image containing a complicated scene for the person following robot 
ApriAttendaTM. We used two kinds of feature parameters, distance from the robot and 
movement speed, for detecting the person�’s region, and other feature parameters, color and 
texture, for specifying the target person. The detection of the target person is executed 
according to the following sequence (Fig.6): 
 

 

 
Fig. 6. Image Processing Algorithm of ApriAttendaTM 
(a)Finding the person ,  (b) Processing image 

1. Feature points extraction: Some feature points are extracted automatically from the 
input image. The system sets the feature points on the extracted edges or corner points. 

2. Velocity calculation of each feature point: The velocity of each feature point is 
calculated from the history of its motion. 

3. Distance measurement to each feature point: The distance from the robot to each feature 
point is measured by the stereo vision system. 

4. Evaluation of the degree of separation for the most suitable feature parameter selection: 
The most suitable feature parameter for the person region detection is selected by the 
distribution of the feature points�’ distance and velocity parameters. The feature 
parameter that has the largest degree of separation is selected as the most suitable one 
for the person region detection. 

5. Extraction of the region of the person: The person�’s area is extracted using the most 
suitable feature parameter selected in the previous step. 

6. Recognition of the target person: The area of the target person is identified by 
combining the information of the pre-registered color and texture of the clothes the 
target person wears. 

7. Data Sending to the Motion Control Module: The distance and direction data to the 
target person is sent to the Motion Control Module. 

A robust method to handle changes in lighting and scene has been achieved by utilizing 
these variable information data and by importing and updating the feature points of the 
person�’s region. 
Figure 7 shows examples of the person�’s area detection, and Fig.8 shows the distribution of 
the feature points�’ disparity and velocity parameters. In this case, the feature point�’s 

Notable features  (closer and further)
Extracted area of target individual
Center of target individual

Notable features  (closer and further)
Extracted area of target individual
Center of target individual
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disparity is equivalent to the distance between the robot and the feature point because the 
distance is a function of the disparity. Figure 7(a) and 8(a) show the case where the distances 
from the robot to the target person and to the background are almost the same, so the 
velocity is selected as the feature parameter for the person region detection. Figure 7(b) and 
8(b) show the case where the distances from the robot to the target person and to the 
background are different, so the distance is selected as the feature parameter for the person 
region detection. 
 

    
Fig. 7. Results of Target Person Detection 
 

 
Fig. 8. Distribution of the Feature Points 

4. Problems of tracking 
4.1 Vision-based tracking problems 
When the robot is controlled by feedback using the image processing result, the frame rate 
and the matching accuracy of the image processing data are big factors to decide the 
kinematic mobility performance of the robot. The case in which the frame rate is low 
corresponds to the case in which the sampling rate of the sensor is low. If the response of the 
feedback operation is worsened by the low rate, it becomes difficult to achieve the person 
following operation for a quickly moving object. The frame rate of ApriAttendaTM is approx. 
15 fps now. This frame rate is fast enough for tracking the movement of a person walking. 
But the performance is inadequate for a person marching at the double. This frame rate is 
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decided by the trade-offs of the resolution and CPU performance etc. Moreover, the delay 
(latency) of the information transmission from the sensor input to the movement output also 
has a big influence on the kinematic performance. The system design that reduces this delay 
is needed too, because it is an important factor related to the content of the next frame for 
the image data processing in the vision-motion cooperative system. 
In the visual tracking, the result of the image data processing greatly influences subsequent 
operation. To begin with, this is one of the most important factors determining whether the 
tracking object is found accurately. However, even when it keeps detecting the object well, 
the person following operation might be influenced harmfully by other factors. The aimed 
direction of the tracking center wobbles when it recognizes only part of the tracking object 
or included the surroundings of the object, and this wobble becomes a serious problem 
when real motion is generated. Moreover, when distance information is measured by using 
the stereo disparity, it is necessary to extract the pair of the same feature point from pictures 
taken by right and left cameras simultaneously. If another feature point is chosen, a value 
that is greatly different from an actual distance will be calculated. But even if the process of 
matching works well, a big error margin will be calculated when the detection accuracy is 
bad. These wobbles and errors can be reduced by time-average processing such as by low-
pass filters. However, the person following response will deteriorate according to the time 
delay at that time. Because the deterioration of the person following motion performance in 
the movement system is related to the success or failure of the subsequent image processing, 
it cannot be disregarded. When tracking is performed only in the stationary camera image, 
the above-mentioned characteristic is less important. These are new problems in a visual 
tracking servo motion control system that cooperates with its own movement. 
On the other hand, there are some problems concerning the camera sensor. Because the 
camera sensor captures scenery in angle of view as discrete information in each pixel, the 
area size in real space that one pixel covers increases as the distance in vision becomes 
greater, that is, sensor resolution decreases. The above-mentioned characteristic in the 
stereovision system means that a pixel shift on the image of the far object becomes a big 
discrete distance jump. This is a problem related to the hardware, so even if the best 
detection result can be obtained by the image processing, that problem will not be solved. 
The distance up to about 5m can be resolved in QQVGA (160x120 pixel) image that 
ApriAttendaTM uses, and the discretization error margin at this time becomes several ten 
centimeters at the maximum. To decrease the discretization error margin easily, it is only 
necessary to improve the resolution of the camera, that is, enlarge the size of camera image. 
However, in this case, a serious trade-off exists. Processing of a large-size image data 
imposes a huge CPU cost, which causes the frame rate to decrease, and, as a result, the 
kinematic performance of the robot worsens. From the viewpoint of precise distance 
measurement, use of another sensor such as an LRF is preferable to using a stereo camera. 
The measurement feature of the stereo camera and the laser sensor is shown in the following 
graphs. The graph shows the distance (Fig.9) and direction (Fig.10) from robot to person 
with the robot coordinate system when tracking a moving person. The method of tracking 
with the laser sensor is described below. The person following motion function of the robot 
is nullified in this experiment. Moreover, note that the true position information is not 
included in these graphs. However, the calibration has been done respectively beforehand, 
and the tracking result has been collated with a true value. In Fig.9, in the stereo camera 
distance data, the influence of the quantization of the image in the circled area "B" is found 
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besides the error that originates in the failure at the feature point matching in the area "A". 
For the direction element, almost the same measurement result as LRF is obtained. One 
reason for this result is thought to be that the resolution that originates in the image size and 
the angle of view of the camera and the scanning resolution of LRF used in this experiment 
are almost equal. Additionally, it can be found that the directional element information data 
of the camera is fluctuating overall more than that of LRF in Fig.10. The reason of this 
phenomenon is thought to be the above mentioned wobble of the tracking center that is 
originated from the feature point on the tracking target. 
 

Camera Data

A
B

LRF Data

Camera Data

A
B

LRF Data

 
Fig. 9. Person Tracking Result for Robot-Person Distance [m] 
 

 
Fig. 10. Person Tracking Result for Robot-Person Horizontal Direction [rad] 

4.2 LRF tracking problems 
Recently, a Laser Range Finder (LRF) capable of radially measuring straight-line distance in 
one plane has been miniaturized, and so it can be mounted on a robot easily. The directivity 
of the LRF is very strong and its accuracy and resolution are also high compared with the 
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ultrasonic sensor, the infrared rays sensor, etc. Good use has been made of these 
characteristics of the LRF, and many researchers apply LRF to person detection and tracking 
operations. For instance, there are person detection and a tracking technique that extract the 
shape of a human's leg and the movement pattern from LRF measurement information and 
use it. The candidate shape of a human's leg is picked out from LRF data and the truth is 
judged by searching for the circle pair that has the size of leg section, and using the pattern 
match with the leg appearance movement model. Lee extracts the set of the LRF detection 
points based on a dynamic feature from the time series of data, and detects a pair that suits 
the person's walking step pattern and the leg size from the sets, and finally concludes that 
the pair is human and continues tracking it (Lee et al., 2006). Okusako detects the person's 
position by the block match with the template of typical scanning shape of the leg observed 
during walking (Okusako et al., 2006). 
However, many problems remain concerning the person following. Using such techniques, 
it is difficult to detect the sets of leg shape and decide a pair of legs when two or more 
people are adjacent. Moreover, the movements of actual people vary. The possibility of 
confusing various movements such as cut back, side step walking, turning around the place, 
pivot turning, skip, and movements similar to dance step with the usual movement is 
incontrovertible. A movement model covering all these possibilities will be complex and 
huge. It is also a problem that the feature information on which these methods rely is not 
general. For instance, if the person wears a long skirt or coat, these methods using the leg 
shape information do not function well. In addition, when the tracking object is a child, 
there is a possibility that the expected leg shape cannot be detected because the scanning 
position is different from in the case of an adult. Moreover, the detection of a person 
carrying luggage might deviate from the model. Moreover it is invalid for a person using 
assistant apparatus such as a wheelchair. As mentioned above, this technique has many 
restrictions concerning the state of a tracked target. On the other hand, it is clear that a trade-
off exists: the lower the recognition condition set, the higher the rate of misidentification. In the 
case we envision, namely, that of the service robot acting in an environment in which it 
coexists with humans, using only LRF to track the person is insufficient.  
In a general environment in which the service robot acts, the situation in which the tracking 
object is completely concealed by another object irrespective of the robot�’s own behavior 
must be considered. Using only LRF information, it is almost impossible to re-detect a 
tracking target once it has been completely lost. For this case, it is effective to employ a 
method in which another sensor's information, such as camera image, is also used. 

5. Vision �– LRF sensor fusion tracking 
5.1 Consideration of best configuration of sensor fusion system 
Generally, when thinking about the sensor fusion of the camera and LRF, the roles of 
different sensors are clearly distinguished; for instance, to detect the object with the camera, 
and to measure the distance to the object with LRF. Another method has been devised in 
which, first, the target is tracked by the image data processing or the LRF leg detection, and 
next, the normal continuance of the tracking is confirmed by collating the tracking results. 
However, in the former method the complementation of each defect is insufficient. For 
instance, LRF may detect the distance on this side wrongly. In the latter method, logical 
multiplication processing is executed. It will decrease the misidentification rate but not lead 
to the extension of the continuance time of the tracking.  
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It is necessary to consider each merit and weak point of the camera and LRF. From the 
viewpoint of recognition, the image data processing to obtain a lot of feature information 
such as color, print pattern, texture, and stereo distance is generally dependable and stable. 
LRF has high possibility of misdetection and misidentification depending on the situation. 
However, sufficient tracking can be done by LRF alone, using a simple algorithm such as the 
neighborhood area search based on time continuousness at object position without the high 
characteristic feature information such as a body shape etc. in an open space where there is 
no fear of misidentification. Additionally, it is attractive that it is possible to correspond to 
various movements of people, large range of body height, many kinds of clothes, and 
assistant apparatus such as wheelchairs for such simple logic. Moreover, in the case of this 
logic, there is no problem even if the root of the leg or the trunk of the body is scanned. So it 
is expected that a steadier positional detection result is obtained because the influence of 
intense movement of the tips of legs is decreased. 
On the other hand, from the viewpoint of accuracy of information, LRF detection is 
overwhelmingly excellent. It becomes an important factor for quick follow motion. This is 
not limited to the distance element, and also applies to the direction element. Even if the 
camera resolution is the same level as LRF, the image data processing might hinder the 
movement compared with the LRF case. Because, generally, the image processing needs to 
continue tracking, repeatedly detecting and updating the feature points, the wobble and the 
drift of the tracking center are apt to stand out. The characteristics of the sensors are shown 
below. 
 

 
Table 2. Characteristics of Sensors 

We can use the camera system for human detection, whereas tracking using LRF only is 
problematic. The necessity of the LRF tracking method using leg shape information becomes 
lower in a system where the camera can be used as in the case of ApriAttendaTM. And the 
general-purpose LRF tracking algorithm is more effective on this system. Thus, according to 
the situation, the roles of each sensor should be different. So, it is important to develop a 
strategy based on consideration of the configuration of the entire system. 
The rate of misidentification will be decreased by a strategy that takes logical multiplication 
of each sensor's information. If it is possible, we want to integrate and use the obtained 
information widely by taking the logical add, for example. However, there is a possibility of 
adopting the error value through such integration, and fatal misidentification may be 
generated. If there is an index that judges whether the sensor information can be used for 
the tracking, we can improve the overall performance by switching sensor information 
according to the state of the environment. 
So, we pay attention to the surrounding congestion situation in the space where the tracking 
target exists and design a tracking system that adopts the concept of sensor fusion such that 
the fusion rate changes depending on the congestion degree. When the surrounding space 
condition is not-congestion, the sensor fusion system gives weight to LRF information. And 
it shifts to the camera information from LRF when the surroundings are congested.  
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5.2 Sensor fusion system dependent on congestion degree 
A. Entire Structure of Fusion System 
We set up LRF on the robot as shown in Fig.11. The view angle of LRF is 240 degrees, and 
LRF is set such that the measurable area becomes plus or minus 120 degrees horizontally 
from the robot front direction. The height of the scanning phase is 730mm from the floor 
surface. Fig.12 shows the control system mounted on ApriAttendaTM that applies the sensor 
fusion. The direction and the distance between the robot and the tracking object are 
measured by the stereo camera and LRF. The measured information is passed to the 
integration processing part and the estimated position of the tracked person to use for the 
person following motion is calculated in this block. Next, the trajectory for the person 
following motion is generated in the Following Trajectory Generation Block based on the 
integration processing result. The trajectories for the wheel base unit and for the head unit 
are calculated in this block. Additionally, this block includes three block functions, namely, 
the Trajectory Generation, the Avoidance Trajectory Generation, and the Head Trajectory 
Compensation, after input of target information in as shown Fig.5. The algorithm 
introduced in Section 3 is used for the tracking with the stereo camera. 
 

 
Fig. 11. LRF on ApriAttendaTM (side view) 
The tracking by LRF uses the positional estimation method based on time continuousness at 
the person's global position. Here "Global" means not the movement of parts of the human 
body such as arms and legs, but the movement of the entire body that approximates the 
center of gravity position of a human. The model of the tracking is shown in Fig.13 and the 
flowchart of this algorithm is shown in Fig.14. The following procedures are repeated. 
1. Estimate next step position using the movement history until the last step. 
2. Set the window that detects the person position information at the estimated next step 

position. 
3. Count the LRF detection points contained in the window. 
4. Calculate the distance and direction of the center of gravity of the counted points, and 

decide the next step reference position of tracking. 
It is necessary to set the person position detection window isotropically and widely so that it is 
possible to adjust to the random and quick person movement. Note that, the larger the size of 
the window, the higher the rate of the false detection circumstantially. The width of the 
window area depends on the sampling rate of the sensor. So the faster the sampling rate is, the 
smaller the window size that can be set. The sampling rate of LRF is 100ms, and we set the size 
of window as plus and minus 50cm at the center of tracking point. Moreover, in this system 
the Lost-Counter is prepared against occlusion (covered with another object).  If the number of 
LRF detection point in the window is below the threshold in the step 3), the forecast position 
calculated in the step 1) is substituted as the next estimated position. And the Lost-Counter 
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counts up. The Lost-Counter is initialized to zero when an effective LRF detection point is 
detected in the window. As a result, it is possible to endure the momentary occlusion. If the 
Lost-Counter reached a threshold value, it is judged that the system cannot detect the pursued 
object again. At this time, the system exits the tracking motion mode, and changes the motion 
mode to another mode. Various methods are employed in other modes. For instance, the robot 
wanders in the space and searches for the following target again based on the image template. 
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Fig. 12. Motion Control System of ApriAttendaTM Based on Sensor Fusion Data 
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Fig. 13. Model of Person Tracking Algorithm Using LRF Data 
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Fig. 14. Flowchart of Person Tracking Algorithm Using LRF Data 
B. Sensor Fusion Method 
The rate changeable sensor fusion system in which the integrated ratio of vision and LRF 
information changes depending on the environment state around the tracking target is 
designed. It is expressed as shown in Fig.15. This processing is executed in the Sensor 
Fusion block in the system shown in Fig.12. The congestion situation around the tracking 
target is used as a surrounding environment status that contributes to the fusion ratio "W". 
And the congestion degree "C" is set as an index that expresses this congestion situation. W 
and C are the real numbers that take values from 0 to 1. W and C are defined by expression 
(2). The sensor fusion process shown by expression (1) is executed using these values. Here, 
"n" in expression (2) is prepared to make the fusion rate nonlinear to the congestion degree. 
This time the value is set to n=0.4 in the experiment based on experience. " C" and " L" are 
the direction information that can be obtained from the vision system and the LRF system. 
"dC" and "dL" are the distance information that can also be obtained. " " and "d" are the 
information of the direction and the distance to generate the following motion trajectory. 
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Fig. 15. Rate-Changeable Environmental Adaptive Sensor Fusion Model 
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The congestion degree "C" is defined by the expression (3). This is illustrated in Fig.16.  The 
congestion observation window area is prepared around the person position detection 
window that used LRF tracking. NmaxCong is the total number of times the scanning laser 
passes over this area. NCong is defined as the number of times the scanning laser is able to 
observe the detection point in the congestion observation window. Here, the congestion 
observation window is defined such that the area of the window doesn't include the person 
position detection window area. Therefore, the congestion degree becomes 0 when no other 
object exists around the tracking target, and it approaches 1 when the number of other 
objects around the target increases. 
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Fig. 16. Definition of Environmental Congestion 
C. Person Following Motion 
An experiment of person following motion was performed using ApriAttendaTM mounted 
with this sensor fusion method. From this experiment, in open space, it was confirmed that 
the robot can follow a person smoothly who moves quickly and randomly. In the 
experiment, the person moves to the translational direction of the robot at a maximum 
speed of about 1.2 m/s, and to the rotational direction of the robot at a maximum speed of 
about 5.0 m/s at a point of 1.5m from the robot. 
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Fig. 17. Fast Person Following Motion 

When the person passes over an obstacle in the neighborhood as illustrated in Fig.18, the 
robot can continue following without losing sight of the person. At this time, the internal 
state of the robot changes as shown in Fig.19. It is understood that the direction element of 
the follow reference (heavy-line) smoothly changes from LRF information (deep-color, thin-
line) to camera information (light-color, thin-line) according to the congestion degree of the 
environment (dotted-line) in the figure. We can also understand that the tracking is 
continued normally from the camera shot shown in Fig.20.  
 

 
Fig. 18. Experimental Situation: Walking Person Passes near Another Object 

 
Fig. 19. Person Direction and Congestion Degree in the case of Success Tracking 
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63.5[s]                                  64.0[s]                                64.3[s] 

         
64.8[s]                                  65.1[s]                                65.4[s] 

Fig. 20. Robot Camera View during Tracking (Person Passes near Another Object) 

In addition, the robot can continue following normally without losing sight of the followed 
object in the case of the meeting and parting motion (pseudo crossing motion) involving two 
people as illustrated in Fig.21. And Fig.22 shows the scenery of the experiment of Fig.21. In 
this experiment, two people who have approached have instantaneously exchanged a rate 
vector, at the time of the encounter. This motion of the target results in a high probability of 
misidentification when the robot refers only to the positional history of the target measured 
by LRF. However, the following motion can be perfectly continued in this system where the 
designed sensor fusion is mounted. On the other hand, we have confirmed that the robot 
can follow the target correctly, distinguishing the situation accurately without guessing 
wrong as to the general cross-motion of the target, too. 
Because the above-mentioned movements, such as the nondirectional movement, the fast 
movement, the crossing and pseudo-crossing motion with other people, and the occlusion 
are events that occurs naturally in the human coexistence space, it is very important for the 
service robot to have these person following abilities in these situations. 
 

 
Fig. 21. Experimental Situation: Pseudo Crossing Motion (Two People Walking Meet and 
Part) 
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(1)                                               (2)                                              (3) 

         
(4)                                               (5)                                              (6) 

Fig. 22. Experimental Result for Pseudo Crossing Motion 

6. Conclusion 
The person following robot ApriAttendaTM equipped with a stereo camera and Vision 
System and LRF is introduced. ApriAttendaTM has the Vision-Based Tracking system and 
the Vision-Based Motion Control system. ApriAttendaTM can do the person following 
motion using the tracking information. Moreover, ApriAttendaTM used LRF as another 
sensor for the tracking performance gain. The respective problems of the vision and LRF 
tracking systems are pointed out and an improvement method based on the idea of the 
Vision-LRF Sensor Fusion system is proposed. One feature of this new system is that the 
fusion rate changes depending on the congestion information of the environment. The 
experimental movement results of applying these systems to ApriAttendaTM are reported.  
The efficiency of the proposed method is confirmed by the experiment. 
As discussed here, efforts to achieve an advanced application using  sensors independently 
are subject to an unavoidable limit. So, a system design integrating information from two or 
more types of sensor is required. Because the vision data containing abundant information 
plays a key role in the complex system, further development of the vision system is 
desirable. 
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