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Preface 
 
The evolution of solid-state circuit technology has a long history within a relatively 

short period of time. This technology has leaded to: the modern information society that 
connects us and tools; a large market; and, many types of products and applications. The 
solid-state circuit technology continuously evolves via breakthroughs and improvements 
every year. This book is devoted to review and present novel approaches for some of the 
main issues involved in this exciting and vigorous technology. 

The book is composed of 22 chapters, written by authors coming from 30 different 
institutions located in12 different countries throughout the Americas, Asia and Europe. 
Thus, reflecting the wide international contribution to the book. 

Low power consumption is becoming a paramount issue for modern integrated circuits, 
motivated by the huge integration level of modern electronics. In addition, the need for 
power-aware applications such as mobile electronics, RFIDs, implantable medical devices 
and smart sensor network motivates the development of low power consumption hardware. 
Circuit design techniques that aim for reduced power consumption are treated in the first 
two chapters. Accurate device modeling is essential for IC design and the models are 
constantly adapted to take into account smaller dimension effects. This subject is treated in 
chapter 3, focusing on the saturation mechanisms. Thermal noise and process variations 
affect the performance, yield and minimum bias voltage or power consumption of the 
circuits. These issues are the subjects of chapters 6 to 8. 

The new and future CMOS technologies with constantly decreasing dimensions require 
new solutions to: reduce gate leakage; increase gate capacitance per area; reduce the sub-
threshold slope; and increase transconductance, among other issues. These solutions have 
lead to new transistor structures, high-k dielectrics and metal gates. Critical technological 
innovations covering these solutions are presented in chapters 7 to 9. 

Interconnects represents another critical issue in IC technology.  A large part of the total 
die area is represented by interconnects having a large effect on the performance and 
reliability of the circuits. Carbon nanotubes are considered a promising material for 
interconnects. The modeling of interconnects as transmission lines and, in addition, the use 
of inductive-coupling links between chips are considered. Chapters 11 to 15 cover such 
important issues. 

Microelectromechanical systems (MEMS) is a complementary field to integrated 
circuits. MEMS use similar materials and the same technology platforms. Furthermore, 
MEMS can be integrated in the same die of the electronic circuit for the case of smart sensors 
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and actuators or MEMS can be integrated in the same package, as in a system in package 
approach. MEMS are essential for many existing applications. Moreover they are going 
through progressive evolution leading to new devices and new applications for all kind of 
automatization and sensor networks. Progress in materials, techniques, devices, interface 
circuits and packaging for MEMS are presented in the final 7 chapters of the book. 

The broad range of subject presented in the book offers a general overview of the main 
issues in modern solid-state circuit technology. Furthermore, the book offers an in dept 
analysis on specific subjects for specialists. We believe the book is of great scientific and 
educational value for many readers.  

I am profoundly indebted to the support provided by all of those involved in the work. 
First and foremost I would like to acknowledge and thank the authors that worked hard and 
generously agreed to share their results and knowledge. Second I would like to express my 
gratitude to the Intech team, that invited me to edit the book and give me their full support 
and a fruitful experience while working together to combine this book. 

 

Editor 

Jacobus W. Swart 
Center of Technology for Information Renato Archer�– CTI, Campinas, SP, 

 Brazil 
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CMOS Voltage and Current Reference Circuits 
consisting of Subthreshold MOSFETs 

�— Micropower Circuit Components for Power-aware LSI Applications �— 
Ken Ueno 

Hokkaido University 
Japan 

1. Introduction 
The development of ultra-low power LSIs is a promising area of research in 
microelectronics. Such LSIs would be suitable for use in power-aware LSI applications such 
as portable mobile devices, implantable medical devices, and smart sensor networks [1]. 
These devices have to operate with ultra-low power, i.e., a few microwatts or less, because 
they will probably be placed under conditions where they have to get the necessary energy 
from poor energy sources such as microbatteries or energy scavenging devices [2]. As a step 
toward such LSIs, we first need to develop voltage and current reference circuits that can 
operate with an ultra-low current, several tens of nanoamperes or less, i.e., sub-microwatt 
operation. To achieve such low-power operation, the circuits have to be operated in the 
subthreshold region, i.e., a region at which the gate-source voltage of MOSFETs is lower 
than the threshold voltage [3; 4]. Voltage and current reference circuits are important 
building blocks for analog, digital, and mixed-signal circuit systems in microelectronics, 
because the performance of these circuits is determined mainly by their bias voltages and 
currents. The circuits generate a constant reference voltage and current for various other 
components such as operational amplifiers, comparators, AD/DA converters, oscillators, 
and PLLs. For this purpose, bandgap reference circuits with CMOS-based vertical bipolar 
transistors are conventionally used in CMOS LSIs [5; 6]. However, they need resistors with a 
high resistance of several hundred megaohms to achieve low-current, subthreshold 
operation. Such a high resistance needs a large area to be implemented, and this makes 
conventional bandgap references unsuitable for use in ultra-low power LSIs. Therefore, 
modified voltage and current reference circuits for lowpower LSIs have been reported (see 
[7]-[12], [14]-[17]). However, these circuits have various problems. For example, their power 
dissipations are still large, their output voltages and currents are sensitive to supply voltage 
and temperature variations, and they have complex circuits with many MOSFETs; these 
problems are inconvenient for practical use in ultra-low power LSIs. Moreover, the effect of 
process variations on the reference signal has not been discussed in detail. To solve these 
problems, I and my colleagues reported new voltage and current reference circuits [13; 18] 
that can operate with sub-microwatt power dissipation and with low sensitivity to 
temperature and supply voltage. Our circuits consist of subthreshold MOSFET circuits and 
use no resistors. 
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The following sections provide overviews of previous reported low-power reference circuits 
and a detailed explanation of our circuits. Section 2 describes the subthreshold current of 
MOSFETs and shows the temperature and process sensitivity of the current with a SPICE 
simulation. Section 3 describes the principle of conventional voltage and current reference 
circuits based on bandgap reference circuits. Sections 4 and 5 explain the operation principle 
of the reported voltage and current reference circuits and show the characteristics of 
prototype devices we made using 0.35- m standard CMOS process technology. Finally, 
concluding remarks are presented in Sect. 6. 

2. Subthreshold region (or weak inversion region) of MOSFETs 
When the gate-source voltage of a MOSFET is lower than the threshold voltage, 
subthreshold current can be obtained. The subthreshold current through a MOSFET is an 
increasing exponential function of the gate-source voltage, and the current value is on the 
order of nanoamperes. Moreover, the subthreshold current is sensitive to temperature and 
process variations. The temperature and process characteristics of the subthreshold current 
are analyzed as follows. 
Figure 1 shows the measured transfer curves of an nMOSFET in 0.35- m CMOS process at 
different temperatures from �–20 to 100°C. The drain-source voltage was set to 1 V. The 
threshold voltage is about 0.5 V in this device. The subthreshold drain current IDS of a 
MOSFET is an exponential function of the gate-source voltage VGS and the drain-source 
voltage VDS and is given by 

 0= exp 1 exp ,GS TH DS
DS

T T

V V VI KI
V V

 (1) 

2
0 = ( 1)OX TI C V  

 

0 0.2 0.4 0.6 0.8 110-10
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I D
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10-9

10-7
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Fig. 1. Measured transfer curves of nMOSFET as a function of gate-source voltage VGS at 
different temperatures. 
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where K is the aspect ratio (=W/L) of the transistor,  is the carrier mobility, COX is the gate-
oxide capacitance, VT(=kBT/q) is the thermal voltage, kB is the Boltzmann constant, T is the 
absolute temperature, and q is the elementary charge, VTH is the threshold voltage of a 
MOSFET, and  is the subthreshold slope factor [3], [19]. For VDS > 0.1 V, current IDS is 
independent of VDS and is given by 

 0= exp .GS TH
DS

T

V VI KI
V

 (2) 

The temperature dependence of the threshold voltage VTH and the mobility  of MOSFET 
can be given by 

 0= ,TH THV V T  (3) 

 0 0( ) = ( )( / ) mT T T T  (4) 

where (T0) is the carrier mobility at room temperature T0, m is the mobility temperature 
exponent, VTH0 is the threshold voltage at 0 K, and  is the temperature coefficient of VTH 

[20]. 
The temperature coefficient (T.C.) of the subthreshold current with fixed gate-source voltage 
is given by 
 

                                1. . = DS

DS

dIT C
I dT

 

                                        
2

2

1 1 1= exp(( ) / )
exp(( ) / )

T
GS TH T

T GS TH T

d dV d V V V
dT V dT V V V dT

 

                                        2 ( ) /= .GS TH

T

m V V T
T V

    (5) 

Process variations can be classified into two categories: i.e., within-die (WID) (intra-die) 
variation and die-to-die (D2D) (inter-die) variation [21]-[23]. The WID variation is caused by 
mismatches between transistor parameters within a chip and affects the relative accuracy of 
the parameters. In contrast, the D2D variation affects the absolute accuracy of transistor 
parameters between chips. 
The process dependence of the subthreshold current can be expressed by 

 1= = .DS DS DS TH
TH

DS DS TH T

I I I VV
I I V V

 (6) 

The mobility variation  is generally smaller than the threshold voltage variation VTH, so 
the current depends mainly on VTH. 
Figure 2 shows the simulated subthreshold current with fixed gate-source voltages, obtained 
with a SPICE simulation with a set of 0.35- m standard CMOS process. Current operating in 
the strong inversion region is also plotted for comparison. Fixed gate-source voltages were 
set to VTH�–0.2 V (weak inversion), and VTH+0.2 V (strong inversion), respectively. Although  
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Fig. 2. (A). Simulated drain currents as a function of temperature. Fixed gate biases were set 
to VTH�–0.2 V (weak inversion), and VTH+0.2 V (strong inversion). (B). Drain currents as a 
function of D2D threshold voltage variation VTH, as obtained from Monte Carlo simulation 
of 300 runs. 

the current in the strong inversion region has a small temperature dependence (0.5%/°C), 
the subthreshold current has a large temperature dependence (3%/°C), as shown in Fig. 2-
(A). Figure 2-(B) shows the simulated subthreshold current as a function of the threshold 
voltage variation VTH, as obtained from Monte Carlo simulation of 300 runs, assuming 
both die-to-die (D2D) variation (e.g., VTH, , TOX, L, W) and within die (WID) 
variation (e.g., VTH, , TOX, L, W) in transistor parameters [21; 22; 23]. Each open circle and 
square show IDS for a run. The subthreshold current depends strongly on the threshold 
voltage variation (2.5%/mV) in comparison with the strong inversion current (0.8%/mV). 
Therefore, the subthreshold current is strongly dependent on temperature and process 
variations. In circuit designs, the process sensitivity of the subthreshold current has to be 
reduced by using large-sized transistors [23] and various analog layout techniques [24]. On 
the other hand, the exponential behavior and the high sensitivity to temperature of the 
subthreshold current can be used to compensate for temperature variation of a constant 
voltage, such as voltage reference circuits. 
 

3. Voltage and current references based on bandgap reference circuits 
Bandgap voltage reference circuits are widely used as voltage references. Figure 3 shows 
conventional bandgap voltage reference circuits [5],[6]. The circuits generate reference 
voltages independent of the process, supply voltage, and temperature, and consist of the 
MOSFET circuits, substrate pnp bipolar transistors, and resistors. The operation principles 
are as follows. 
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M1 M2

R4

VREF

IREF

Q2Q1

M1 M2

VREF

IP

Q2Q1 Q3

IREFIREFIPIP

(A) (B)

I1 I1 I2I2
R2 R3

R1

I1 + I2=(          )I1 + I2=(          ) I1 + I2=(          )

R2R1

 
Fig. 3. (A). Conventional bandgap voltage reference circuit [5]. (B) Sub-1-V output bandgap 
voltage reference circuit [6] and current reference circuit [25]. 

3.1 Operation as voltage reference circuit 
The collector current IC of the bipolar transistor is given by 

 = exp BE
C S

T

VI KI
V

 (7) 

where K is the transistor size, IS is the saturation current, and VBE is the base-emitter voltage [5]. 
In the circuit in Fig. 3-(A), the operation current IP is determined by the bipolar transistors 
Q1 and Q2 with different transistor sizes and the resistor R1, and is given by 

 1 2 2 1

1 1

ln( / )= = .BE BE T
P

V V V K KI
R R

 (8) 

The current IP is proportional to absolute temperature (PTAT). The resistor R2 and the 
transistor Q3 accept the current through the current mirror circuit and produce the output 
voltage, which is given by 

 2
3 2 3 2 1

1

= = ln( / ).REF BE P BE T
RV V I R V V K K
R

 (9) 

Equation (9) shows that VREF can be expressed as a sum of the base-emitter voltage and 
thermal voltage scaled by the resistor ratio. Because VBE has a negative T.C. and VT has a 
positive T.C., output voltage VREF with a zero T.C. can be obtained by adjusting the resistor 
ratio. The reference voltage is based on the bandgap energy of silicon, which is about 1.25 V. 
Banba et al. proposed a modified bandgap voltage reference circuit as shown in Fig. 3-(B). 
The circuit generates sub-1-V reference voltage. The operation currents I1 and I2 are given by 

 1 2 2 1 1
1 2

1 1 2

ln( / )= = ,          = .BE BE T BEV V V K K VI I
R R R

 (10) 

The resistor R4 accepts the current IREF(=I1+I2) through a current mirror circuit and produces 
output voltage, so the output voltage can be expressed as 
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 4 4
4 1 2 1

2 1

= = ln( / ).REF REF BE T
R RV I R V V K K
R R

 (11) 

Therefore, adjusting the resistor ratio, the circuit generates sub-1-V reference voltage that is 
independent of temperature. 

3.2 Operation as current reference circuit 
The circuit as shown in Fig. 3-(B) can be used as a current reference generator [25]. The 
temperature dependence of resistors is given by R = R0(1+ T), where R0 is the resistance 
value at absolute zero temperature, and  is the temperature coefficient of the resistor. 
Because VBE and VBE(=VBE1  VBE2) have a negative and a positive temperature dependence, 
respectively, the temperature dependences can be expressed simply by VBE=VBE0(1  AT) 
and VBE=BT, where A and B are the T.C. of VBE and VBE, respectively, and VBE0 is the 
baseemitter voltage at absolute zero temperature. Therefore, the reference current 
IREF(=I1+I2) is given by 

                                       1 0
1 2

1 2 01 02

(1 )= = =
(1 ) (1 )

BE BE BE
REF

V V BT V ATI I I
R R R T R T

 

01

01 02

1= ( )(1 ) (1 )(1 )BEVBT T AT T
R R

 

                                           01

01 02

1 ( ) (1 ( ) ).BEVBT A T
R R

 (12) 

The left and right terms in Eq. (12) have negative and positive temperature dependence, 
respectively. Therefore, adjusting the appropriate resistor values, the circuit generates a 
reference current that is independent of temperature. 
These circuits generate stable reference voltages and currents. However, the power 
dissipations of these circuits are too large (from 5 to 500 W), so they need resistors with a 
high resistance of several hundred megaohms to achieve low-current, sub-microwatt 
operation. Such high resistance needs a large area to be implemented, and this makes 
conventional bandgap references unsuitable for use in ultra-low-power LSIs. 

4. Overview of low-power voltage reference circuits 
To achieve ultra-low-power operation and small area, modified voltage reference circuits 
without bipolar transistors have been reported (see [12]-[18]). These circuits consist of 
CMOS circuits that operate in the strong inversion and the subthreshold regions of 
MOSFET. The circuits generate a reference voltage that is independent of temperature and 
supply voltage. The next sections provide an overview of the reported low-power voltage 
reference circuits. 

4.1 Voltage references based on VGS 

Figure 4 shows voltage reference circuits based on the difference between the gate-source 
voltages of (A) two nMOS transistors, and (B) nMOS and pMOS transistors as reported by 
Song et al. [7] and Leung et al. [8], respectively. All MOSFETs operate in the strong inversion 
region. 
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(A)

MN

VREF

(B)

VREF

IB

IB2

M1 M2

MP

R1

R2

 
Fig. 4. Voltage reference circuits based on difference between gate-source voltages of (A) 
two nMOS transistors [7], and (B) nMOS and pMOS transistors [8]. 
The drain current IDS that operates in the strong inversion, saturation region can be 
expressed as 

 2= ( )
2DS GS TH

KI V V  (13) 

where K is the aspect ratio of the transistors, and (= COX) is the current gain factor. 
The circuit in Fig. 4-(A) consists of M1 and M2 with different threshold voltage devices. The 
reference voltage is given by 

                                    1 2=REF GS GSV V V  

          01 02
1 2

2 1 1= ( ) ( ) B
TH TH

IV T V T
K K

 

                                         01 02 .TH THV V   (14) 

A low bias current IB is used so that the temperature dependence of  can be ignored. 
Therefore, the reference voltage based on the difference between the threshold voltages can 
be obtained. However, the circuit requires a multiple-threshold voltage process, and, to 
cancel the temperature dependence of the reference voltage, the process must be controlled 
carefully so that the temperature coefficients  of the two threshold voltages have the same 
value in each MOSFET. 
Figure 4-(B) shows another voltage reference circuit based on the difference between the 
gate-source voltages of nMOS and pMOS transistors using a standard CMOS process. The 
reference voltage is given by 

 1

2

= 1 .REF GSN GSP
RV V V
R

 (15) 

Therefore, adjusting the resistor ratio and the transistor sizes, the temperature dependence 
of the threshold voltages can be canceled, while the temperature dependence of the 
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mobilities can be canceled only at room temperature. Consequently, the T.C. of the output 
voltage will be degraded for a wide temperature range. As reported in [8], a measured T.C. 
of 36.9 ppm/°C and a power dissipation of 30 W were obtained. However, the power 
dissipation is still too large for use with sub-microwatt operation. To reduce the power 
dissipation, the circuit requires resistors with high resistance. 

4.2 Voltage references operating in the strong inversion region of MOSFETs 
Vita et al. proposed a voltage reference circuit consisting of transistors M3�–M8 operating in 
the strong inversion region, and M1 and M2 operating in the subthreshold region as shown 
in Fig. 5-(A) [9]. In this circuit, the gate-source voltages for the four MOSFETs (M1 through 
M4) form a closed loop, so we find that VGS3 + VGS1 = VGS2 + VGS4, i.e., 

 2 1 4 3ln( / ) = 2 / 2 / .T B BV K K I K I K  (16) 

Therefore, the bias current IB can be expressed by 

 
2

32 2 24
2 1

3 4

= ( / ) .ln2B T
KKI V K K

K K
 (17) 

Transistors M5�–M8 accept the current IB and generate the output voltage. Most of the bias 
current IB must flow through M7 and M8 rather than through M5 and M6 to compensate for 
the temperature dependence of the mobility . Therefore, the output voltage can be given by 

                      6
8 5 7

58 7

2 1 1= = 1B
REF GS GS GS TH

I KV V V V V
KK K

 

 3 4 6
2 1

53 4 8 7

1 1= ln( / ) 1 .TH T
K K KV V K K

KK K K K
 (18) 

 

VREF

M1 M2

R1

R2VREF

M1 M2

M3 M4

M5

M6

M7

M8

(B)(A)

IB IB IB

IB IB

 
Fig. 5. Voltage reference circuit (A) operated in the strong inversion region [9], and (B) based 
on peaking current mirror circuit [10]. 
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Because VTH in Eq. (3) has a negative T.C. and VT has a positive T.C., output voltage VREF 

with a zero T.C. can be obtained by adjusting the size of the transistors. 
As reported in [9], a measured T.C. of 12 ppm/°C and a power dissipation of 0.12 W were 
obtained. Although the operation current of the circuit is on the order of nanoamperes, 
transistors M3�–M8 operate in the strong inversion, saturation region. So, designs with careful 
transistor sizing are required for operation in each of the regions in MOSFETs. 

4.3 Voltage references operating in the subthreshold region of MOSFETs 
Cheng et al. developed a voltage reference using a peaking current mirror circuit as shown 
in Fig. 5-(B) [10]. All MOSFETs operate in the subthreshold region. The circuit forms a 
closed loop, i.e., VGS1 = VGS2  IBR2, so the bias currents IB can be expressed by 

 2 1 1 2

2 2

ln( / )= = .GS GS T
B

V V V K KI
R R

 (19) 

The output voltage is given by 

                                                  2 1=REF GS BV V I R  

 1
2 1 2

2

= ln( / ).GS T
RV V K K
R

 (20) 

Because VGS and VT have a negative and a positive T.C., respectively, output voltage VREF 

with a zero T.C. can be obtained by adjusting the resistor ratio. As reported in [10], a 
measured temperature coefficient of 62 ppm/°C and a power dissipation of 4.6 W were 
obtained. 
Huang et al. proposed a voltage reference circuit based on subthreshold MOSFETs [11] as 
shown in Fig. 6. The bias currents I1 and I2 are given by 

 8 9 9 8 3 5
1 2 1

2 2 1 6

ln( / )= = ,          = .GS GS T GSV V V K K V KI I I
R R R K

 (21) 

Therefore, the output voltage can be expressed by 

                                10 11
1 2 3

7 2

=REF
K KV I I R
K K

 

 11 3 10 11 5 3
3 9 8

2 1 7 2 6 2

= ln( / ).GS T
K R K K K RV V K K
K R K K K R

 (22) 

Because VGS has a negative T.C. and VT has a positive T.C., output voltage VREF with a zero 
T.C. can be obtained by adjusting the resistor ratio and the transistor sizes. As reported in 
[11], a measured temperature coefficient of 271 ppm/°C and a power dissipation of 3.3 W 
were obtained. In the circuits as shown in Figs. 5-(B) and 6, however, the power dissipations 
are still large. To achieve sub-microwatt operation, these circuits require resistors with a 
high resistance of several hundred megaohms. 
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Fig. 6. Voltage reference circuit operated in the subthreshold region [11]. 
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Fig. 7. Voltage reference circuit operated in the strong inversion and subthreshold regions 
using high-VTH devices [12]. 

Vita et al. proposed a voltage reference circuit using two different threshold voltage devices 
as shown in Fig. 7 [12]. Transistors M1 and M3 with high-VTH devices are operated in the 
subthreshold region, and M2 and M4 are operated in the strong inversion region. From VGS1 = 
VGS2 and VGS3 = VGS4, i.e., 

1 2

1 0 2

2ln =
HIGHTH T TH

I IV V V
K I K

 

 1 2

3 0 4

2ln = .
HIGHTH T TH

I IV V V
K I K

  (23) 

Therefore, the output load current I2 can be expressed as 
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 2 2 24
2 3 12

4 2

= ( / ).ln
2( / 1) T

KI V K K
K K

  (24) 

Transistor M10 accepts the current I2, and the output voltage can be given by 

                                          2

10

2=REF TH
IV V

K
 

 4 10
3 1

4 2

/
= ln( / ) .

/ 1TH T
K K

V V K K
K K

  (25) 

Because VTH has a negative T.C. and VT has a positive T.C., output voltage VREF with a zero 
T.C. can be obtained by adjusting the size of the transistors. 
As reported in [12], a measured T.C. of 10 ppm/°C and a power dissipation of 0.036 W 
were obtained. However, the circuit requires a high-VTH devices. 

4.4 Voltage references consisting of subthreshold MOSFETs 
Figure 8 shows our voltage reference circuit, which consists of a current source subcircuit 
and a bias-voltage subcircuit [13]. The current source subcircuit is a modified  multiplier 
self-biasing circuit that uses a MOS resistor MR1 instead of ordinary resistors. All the 
MOSFETs except for MR1 operate in the subthreshold region. MOS resistor MR1 is operated in 
a strong-inversion, deep-triode region. The circuit generates two voltages, one with a 
negative T.C. and one with a positive T.C., and combines them to produce a constant 
voltage with a zero T.C.. 
In the current source subcircuit, the current IP is determined by two transistors M1 and M2, 
and the MOS resistor MR1. The current IP is given by 

                                             1

1

= DSR
P

RM

VI
R

 

 1 2 1= ( ) ln( / ).R OX REF TH TK C V V V K K   (26) 

In the bias-voltage subcircuit, the gate-source voltages (VGS3 through VGS7) of the transistors 
form a closed loop [26], and the currents in M4 and M6 are 3IP and 2IP. Therefore, we find that 
output voltage VREF of the circuit is given by 

                                         4 3 6 5 7=REF GS GS GS GS GSV V V V V V  

                                                 3 5
4

6 7

2= lnGS T
K KV V

K K
 

 3 5

4 0 6 7

3 2= ln lnP
TH T T

I K KV V V
K I K K

 (27) 

where we assume that the mismatch between the threshold voltages of the transistors can be 
ignored. Equation (27) shows that VREF can be expressed as a sum of the gate-source voltage 
VGS4 and thermal voltage VT scaled by the transistor sizes. Because VTH in Eq. (3) has a 
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M5
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IP IP IP IPIP

Current source subcircuit Bias voltage subcircuit  
Fig. 8. Schematic of our voltage reference circuit [13]. All MOSFETs are operated in 
subthreshold region, except for MOS resistor MR1, which is operated in strong-inversion, 
triode region. 
negative T.C. and VT has a positive T.C., output voltage VREF with a zero T.C. can be 
obtained by adjusting the size of the transistors. 
On the condition that VREF  VTH0 T and VT T, the T.C. of VREF can be rewritten as 

 1 3 5 2

4 6 7 1

6= ln ln .
( 1)

REF B R

B

qdV k K K K K
dT q k K K K K

  (28) 

Therefore, a zero T.C. voltage can be obtained by setting the aspect ratios Ki in accordance 
with T.C.=0 (i.e., Eq. (28)=0). From Eqs. (27) and (28), we find that 

 0= .REF THV V   (29) 

This shows that the circuit generates a voltage equal to the threshold voltage of MOSFETs at 0 K. 
Using Eqs. (26) and (29), we can express current IP as 

 2
1

1

= ln .P R OX T
KI K C T V
K

  (30) 

The current is determined only by the aspect ratios (K1, K2, and KR1) and the temperature 
coefficient ( ) of the threshold voltage of MOSFETs, and it is independent of the threshold 
voltage VTH, so the current IP is less dependent on process variations as shown in the next 
section. The T.C. of the current can be given by 

 1 1 1 1 2= = .P T

P T

dI d dT dV m
I dT dT T dT V dT T

  (31) 

The value of m is about 1.5 in standard CMOS process technologies, so current IP has a 
positive T.C. and increases with temperature. 
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Fig. 9. (A). Average output voltage as a function of D2D variation VTH of threshold voltage, 
as obtained from Monte Carlo simulation of 300 runs. Output voltage shows a linear 
dependence on threshold voltage ( REFV / VTH 1). (B). Distribution of output voltage, as 
obtained from Monte Carlo simulation. 

4.4.1 Simulation and experimental results 
We demonstrated the operation of our circuit with the aid of a SPICE simulation using a set 
of 0.35- m standard CMOS parameters and assuming a 1.5-V power supply. To study the 
dependence of the output voltage on process variations, we performed Monte Carlo 
simulations assuming both D2D variation (e.g., VTH, , TOX, L, W) and WID variation 
(e.g., VTH, , TOX, L, W) in transistor parameters. 
The results for 300 runs are depicted in Fig. 9. Figure 9-(A) shows the dispersion of VREF 

from the average value ( REFV ) of VREF from �–20 to 80°C as a function of D2D threshold-
voltage variation VTH. Each open circle shows REFV  for a run. As expected from Eq. (29), 
VREF varies significantly with each run in a range from 0.75 to 0.95 V; this reflects the 
variation in transistor parameters for each run. The value of REFV  depends linearly on VTH 

because the circuit produces the voltage equal to the 0-K threshold voltage of MOSFETs. 
Figure 9-(B) shows the distribution of REFV . The average of REFV  was 840 mV, and the 
standard deviation was 60 mV. The coefficient of variation ( / ) was 7%, including D2D 
and WID variations. 
We fabricated a prototype chip, using a 0.35- m, 2-poly, 4-metal standard CMOS process. 
Figure 10-(A) shows measured output voltage VREF as a function of temperature with supply 
voltage VDD as a parameter. Almost constant voltage was achieved. The average of the 
output voltage was 745 mV. The temperature variation was 0.48 mV in a temperature range 
from �–20 to 80°C, so the temperature coefficient was 7 ppm/°C. The line regulation was 20 
ppm/V in the supply range of 1.4 to 3 V. 
Figure 10-(B) shows measured current IP as a function of temperature with power supply 
voltage as a parameter. The current IP was about 36 nA at room temperature and reached the 
maximum of 39 nA at 80°C. The power dissipation of the circuit with a 1.5-V power supply 
was 0.32 W at room temperature and varied from 0.28 to 0.35 W at temperatures from �–20 
to 80°C. The temperature variation of the power dissipation was 0.2%/°C. 
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Fig. 10. (A). Measured output voltage VREF as a function of temperature, with various supply 
voltages. Temperature coefficient was 7 ppm/°C and the supply regulation was 20 ppm/V. 
(B). Measured current IP as a function of temperature for different supply voltages. 
Table I summarizes the characteristics of our circuit [13] in comparison with other low-
power CMOS voltage references reported in [8]-[12]. Our device is comparable to other 
circuits in power dissipation, PSRR, and chip area, and it is superior to others in T.C. and 
line sensitivity. Our circuit is therefore useful as a voltage reference for power-aware LSIs. 
 

 
Table 1. Comparison of reported low-power CMOS voltage reference circuits 



CMOS Voltage and Current Reference Circuits consisting of Subthreshold MOSFETs  

 

15 

4.4.2 Discussion 
Our circuit has several possible applications. The output voltage of our circuit can be used 
as a monitor signal for the D2D process variation in MOSFET threshold voltage because the 
output voltage is equal to the 0-K threshold voltage of MOSFETs in an LSI chip and is 
linearly dependent on the VTH variation, as shown in Fig. 9-(A). This output voltage can be 
used to compensate for the threshold voltage variation in LSI chips. For example, consider 
the application to a reference current source. The process variation of the current IP flowing 
in the circuit as shown in Fig. 8 (see Eq. (30)) can be expressed as 

1=P P P P
OX

P P OX

I I I IC
I I C

 

                                                   = .OX

OX

C
C

 (32) 

The current is independent of the threshold voltage variation. Although the current depends 
on the variation of the mobility / , gate-oxide capacitance COX/COX, and the 
temperature coefficient of the threshold voltage / , these variations are far smaller than 
the threshold voltage variation. 
This way, the circuit can be used as an elementary circuit block for on-chip D2D process 
compensation systems, such as process- and temperature-compensated current references 
[27]. 

5. Overview of low-power current reference circuits 
Current references with nanoampere-order currents are required to ensure circuit operation 
that is stable and highly precise, because power dissipation and performance of circuits are 
determined mainly by their bias currents. Nanoampere-current references for ultra-low-
power LSIs have been reported in several papers [13]-[15]. The next sections provide an 
overview of the reported nanoampere current reference circuits. 

5.1 Current references based on weak and strong inversion regions of MOSFETs 
Sansen et al. developed a current reference circuit without resistors as shown in Fig. 11 [14]. 
Transistors M2�–M11 operate in the subthreshold region, and M1 and M12 operate in the strong 
inversion region. The gate-source voltages of M1�–M12 form a closed loop, so we find that 

 1 12 10 11 8 9 6 7 4 5 2 3= .GS GS GS GS GS GS GS GS GS GS GS GSV V V V V V V V V V V V  (33) 

Assuming that the body effects of M2�–M10 are ignored, the output current IREF is given by 

 2 2 2 11 9 7 5 3 1 12

10 8 6 4 2 12 1

= 120 .ln2REF T
K K K K K K KI V
K K K K K K K

  (34) 

The T.C. of the reference current is given by 

 
2

2

1 1 1 2. . = = = .REF T

REF T

dI d dV mT C
I dT dT V dT T

  (35) 
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Fig. 11. Simplified schematic of current reference circuit without resistors [14]. Transistors 
M2�–M11 are operated in the subthreshold region, and M1 and M12 are operated in the strong 
inversion region. 
In a standard CMOS process, the mobility temperature exponent m is 1.5. Therefore, the 
output current has positive temperature dependence. As reported in [14], a measured 
temperature coefficient of 375 ppm/°C and a power dissipation of 10 W were obtained, but 
the power dissipation is still large for use with sub-microwatt operation. Additionally, 
although the bias current of transistors M2�–M11 and M1, M12 have the same value, 
nanoampere-order current, each transistor operates in a different region of the MOSFET. So, 
designs with careful transistor sizing and transistor matching are required. 

5.2 Current references based on square root circuit 
Lee et al. proposed a current reference circuit based on a square root circuit as shown in Fig. 
12 [15]. Transistors M1�–M4 operate in the subthreshold region, and other transistors operate 
in the strong inversion region. The gate-source voltages for the four MOSFETs (M1 through 
M4) form a closed loop, so we find that VGS1 +VGS2 = VGS3 +VGS4. From the translinear 
principle [26], we can obtain 

 3 4
1 2

1 2

= .REF
K KI I I
K K

  (36) 

Current I1 is determined by the gate-source voltages of M5, M6, and M7. We find that VGS7 + 
VGS6 = VDD  VGS5, so current I1 can be given by 

 
2

1 2
5 6

( 3 )=
2(1 2 / )

DD THV VI
K K

  (37) 

where K6=K7 is assumed. 
The -multiplier self-biasing circuit consisting of M16�–M19 and a resistor R generates current 
I2. From VGS18 = VGS16 + I2R, current I2 is given by 

 
2

2 18 162

2= 1 / .I K K
R

  (38) 

From Eqs. (36), (37), and (38), the output current can be rewritten as 
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Fig. 12. Current reference circuit based on square root circuit [15]. Transistors M5�–M12 

generate I1, and transistors M13�–M19 generate I2. 

 18 163 4

1 2 5 6

1 / 3= .
1 2 /

DD TH
REF

K KK K V VI
K K RK K

  (39) 

Resistor R is an on-chip diffusion resistor, so the temperature dependence of the resistor is 
given by R = R0(1 + T), where R0 is the resistance value at absolute zero temperature, and  
is the temperature coefficient of the resistor. The T.C. of the output current can be expressed by 

                                     1. . = REF

REF

dIT C
I dT

 

 1 1 ( 3 )= (1 )
1 ( 3 )

DD TH

DD TH

d d V VT
dT T V V dT

 

                                             3= .
1 3DD THV V

 (40) 

As reported in [15], a measured T.C. of 230 ppm/°C was obtained. From Eqs. (39) and (40), 
however, the absolute value of the current and the T.C. depend strongly on the supply 
voltage VDD and the threshold voltage VTH. 

5.3 Current references based on self-biasing technique without resistors 
Figure13-(A) shows a  multiplier self-biasing circuit [31]. The circuit has a simple 
configuration and generates a PTAT current. However, the circuit requires large resistance 
of the resistor to reduce the operation current. To solve this problem, Oguey et al. developed 
a modified  multiplier self-biasing circuit that uses a MOS resistor, M3, instead of ordinary 
resistors as shown in Fig. 13-(B) [16]. The gate-source voltage for MOS resistor M3 is 
generated by a diode-connected transistor M4. Transistors M1 and M2 operate in the 
subthreshold region. MOS resistor MR1 operates in a strong-inversion, deep-triode region, 
and the diode-connected transistor M4 operates in the strong-inversion, saturation region. 
The drain currents I3 and I4 in M3 and M4 are given by 

 3 3 3= ( ) ,GS TH DSI K V V V  (41) 
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Fig. 13. (A). -multiplier self-biasing circuit [31]. (B). Current reference circuit based on self-
biasing circuit without resistors [16]. Transistors M1 and M2 operate in the subthreshold 
region, M3 operates in the strong inversion, triode region, and M4 is operated in the strong 
inversion, saturation region. 

 24
4 = ( ) .

2 GS TH
KI V V   (42) 

The gate-source voltages of transistors M3 and M4 have the same value, so the output current 
can be expressed by 

 
2

2 2 23
3 2 1

4 4

2 2=  = ( / ).lnREF
REF DS T

I KI K V V K K
K K

  (43) 

The temperature coefficient of the reference current is given by 

 
2

2

1 1 1 2. . = = = .REF T

REF T

dI d dV mT C
I dT dT V dT T

  (44) 

Therefore, the output current has positive temperature dependence. In other words, the T.C. 
of the current will never be zero. As reported in [16], a measured temperature coefficient of 
1100 ppm/°C was obtained. Note that the transistors M1�–M2, M3 and M4 operate in different 
regions of the MOSFET with the same current value, which is on the order of nanoamperes. 
So, designs with careful transistor sizing and transistor matching using large-sized 
transistors are required. 

5.4 Current references consisting of subthreshold MOSFETs 
Figure 14 shows the current reference circuit we proposed [18]. The circuit consists of a bias-
voltage subcircuit and a current-source subcircuit. The bias-voltage subcircuit is a modified 

 multiplier self-biasing circuit as reported in [16]. Bias voltage VB for MOS resistorM3 is 
generated by a diode-connected transistor M4. The current-source subcircuit accepts bias 
voltage VB and generates reference current IOUT that is independent of temperature and 
supply voltage. All MOSFETs operate in the subthreshold region except for M3 and M4. 
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Fig. 14. Schematic of our current reference circuit [18]. All MOSFETs operate in the 
subthreshold region except for M3 and M4. 
The current IB is determined by the gate-source voltages of M1 and M2, and the drain-source 
voltage of M3, so, we arrive at expression 

                                                3

3

= DS
B

M

VI
R

 

 3 2 1= ( ) ln( / )OX B TH TK C V V V K K  (45) 

for current IB. Diode-connected transistor M4 operates in the strong inversion and saturation 
regions. Its drain current IB is given by 

 24= ( ) .
2

OX
B B TH

K CI V V   (46) 

Because current IB of M3 is equal to IB of M4 (i.e., Eq. (45) = Eq. (46)), VB is given by 

 3
4 2 1

4

2= ln( / ).B TH T
KV V V K K

K
  (47) 

Output current IOUT through transistor M5 can be given by 

 5
5 0= exp .B P TH

OUT
T

V V VI K I
V

  (48) 

The source voltage VP of transistor M5 operated in the subthreshold region can be given by 

                                                     7 6=P GS GSV V V  

 6 7 76= ln(2 / )T THV K K V   (49) 

where VTH76 is the difference between the threshold voltages of M6 and M7 with different 
transistor sizes (including the body effect in the transistors). From Eqs. (47), (48), and (49), 
we find that 
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2 /3 4

5 7 2
0

6 1

= exp
2

K K

TH
OUT

T

V K K KI I
V K K

  (50) 

where VTH(= VTH7 +VTH4 VTH6 VTH5) is the difference between the threshold voltages of 
transistors M4�–M7. The value of VTH depends on the transistor sizes [28],[29]. This way, we 
can obtain a reference current with nanoampere-order. 
The temperature coefficient (T.C.) of the output current IOUT is given by 
 

                                           1. . = OUT

OUT

dIT C
I dT

 

 

0
2

2
0

exp
1 1 1=

exp

TH

TT

T TH

T

Vd
Vd dV

dT V dT dTV
V

 

                                                02 ( / )= TH Tm V V
T

  (51) 

where VTH0(= VTH07 +VTH04 VTH06 VTH05) is the difference between the threshold voltages 
at 0 K of transistors M4�–M7. Therefore, the condition for a zero temperature coefficient can 
be given by 

 02 ( / ) = 0.TH Tm V V   (52) 

Because the difference between the threshold voltages VTH0 is insensitive to temperature, 
adjusting VTH0 to an appropriate value will provide a zero T.C. at room temperature. Figure 
15-(A) shows the calculated T.C. in Eq. (51) as a function of temperature with VTH0 as a 
parameter. The mobility temperature exponent m was set to 1.5, and the subthreshold slope 
factor  was set to 1.3 [19; 30]. The T.C.s in the circuits reported in [13; 14; 16] are also plotted 
for comparison. The reported circuits [13; 14; 16] have a positive T.C. in a temperature range 
from �–20 to 80°C, and these T.C.s will never be zero. On the other hand, our circuit can 
achieve a zero T.C. current at VTH0=17 mV and at room temperature. 
In this way, we can obtain a zero T.C. current by setting an appropriate VTH0. The value of 
VTH0 can be adjusted by the transistor sizes [28; 29]. 

Next, let us consider the effect of process variations on the output current. The process 
variations of the output current IOUT can be expressed as 

1=OUT OUT OUT
TH

OUT OUT TH

I I I V
I I V

 

                                                        = .TH

T

V
V

  (53) 

The mobility variation is generally smaller than the threshold voltage variation, so the 
output current depends mainly on VTH/ VT, which is the variation of the threshold- 
voltage difference between transistors in a chip. Therefore, reducing WID variation is 
important in our device. The WID variation can be reduced by using large-sized transistors 
[23] and various analog layout techniques [24]. 
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Fig. 15. (A). Calculated T.C.s of output currents as a function of temperature, with various 
VTH0; theoretical values obtained from Eqs. (31), (35), (44), and (51). (B). Measured output 

current IOUT as a function of temperature with various supply voltages. T.C. was 520 
ppm/°C. 

5.4.1 Experimental results 
We fabricated a prototype chip using a 0.35- m, 2-poly, 4-metal standard CMOS process, 
and we designed the circuit so as to produce a 100-nA output current. 
Figure 15-(B) shows measured output current IOUT as a function of temperature with supply 
voltage VDD as a parameter. The power supply voltage was set in a range from 1.8 to 3 V. 
The output current was about 96 nA and almost constant at temperatures in a range from 0 
to 80°C. The temperature dependence and temperature coefficient were 50 pA/°C and 520 
ppm/°C. An almost-constant reference current was obtained over a wide temperature 
range. The line regulation was 0.2%/V in a supply range of 1.8 to 3 V. 
Table II summarizes the characteristics of our device in comparison with other low-power 
CMOS current references reported in [13]-[18]. Our device is superior to others in chip area. 
In the circuits reported in [13]-[18], there are trade-offs between the power dissipations and 
the T.C. of the reference currents. Our device achieved an acceptable trade-off. The power 
dissipation of our device was 1 W at a 1.8-V power supply, and the load regulation was 
0.02%/V. 

6. Conclusion and discussion 
In this chapter, overviews of previous reported low-power reference circuits and details of 
our circuits were provided. These circuits generate constant reference voltages and currents 
that are independent of supply voltage and temperature. However, to achieve sub-
microwatt operation in circuits that consist of MOSFETs and resistors, they require resistors 
with a high resistance of several hundred mega ohms. Such a high resistance needs a large 
area to be implemented, and this is quite inconvenient for practical use in ultra-low power 
LSIs. Therefore, reference circuits for sub-microwatt operation have to be implemented 
without the use of resistors. 
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Table 2. Comparison of reported low-power CMOS current reference circuits 

In the voltage reference circuits, reference voltages based on the difference between the 
threshold voltages ( VTH), the difference between the gate-source voltages ( VGS), and the 
threshold voltage at 0 K (VTH0) have been proposed. However, the reference circuits based 
on VTH require a multiple-threshold voltage process, and the temperature dependence of 
the reference circuits based on VGS cannot be canceled for a wide temperature range. 
Therefore, these are unsuitable for practical use in ultra-low power LSIs. The voltage 
reference circuits based on VTH0 are promising circuit configurations because of their simple 
circuitries, sub-microwatt operation, and reference voltages that are insensitive to 
temperature over a wide temperature range. In our prototype, the T.C. and line regulation 
of the output voltage were 7 ppm/°C and 20 ppm/V and a power dissipation of 0.3 W was 
obtained. However, because the absolute value of the reference voltages changes with the 
process variations of the threshold voltage, the circuit cannot be used as a reference voltage 
in conventional circuit systems. Therefore, the circuits require calibration techniques such as 
programmable MOS transistor arrays or adjustment of the bulk voltage of the MOSFET. 
Because the temperature dependence of the reference voltages can be canceled, one-point 
calibration techniques will enable us to compensate for process variations. 
As other applications, because the output voltage shows a linear dependence on the 
threshold voltage variation, the reference voltage can be utilized as a D2D process variation 
signal for the techniques to compensate for the threshold voltage variation in an LSI chip. 
Current reference circuits consisting of MOSFET circuits operating in the strong inversion 
region and the subthreshold region have been proposed. Because each MOSFET in the 
circuits operates in a different region with the same current value, which is on the order of 
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nanoamperes, careful transistor sizing and reducing WID variation in the design are 
important. The WID variation can be reduced by conventional circuit design techniques. In 
our circuit, techniques such as using large-sized transistors and common centroid layout 
were used to reduce the effect of the WID variation. 
From the theoretical results in the reported current references, the reference currents have a 
positive temperature dependence. Therefore, the circuits cannot be used as reference current 
circuits in environments with temperature changes. To solve this problem, we developed a 
temperature compensated current reference circuit with simple circuitry and a small area, 
and fabricated a prototype chip that generates a 100-nA output current. The T.C. and line 
regulation of the output current were 520 ppm/°C and 0.2%/V. A power dissipation of 1 

W was obtained. 
These circuits will be useful as voltage and current reference circuits for subthreshold-
operated, power-aware LSI applications such as RFIDs, mobile devices, implantable medical 
devices, and smart sensor networks. 
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1. Introduction    
Data-matching function plays an essential role in a number of information processing 
systems, such as those for voice/image recognition, codebook-based data compression, 
image coding, data search applications etc. In order to implement such functions effectively, 
both proper data representation algorithms and powerful search engines are essential. 
Concerning the former, robust image representation algorithms such as projected principle 
edge distribution (PPED) (Shibata et al., 1999; Yagi & Shibata, 2003; Yamasaki & Shibata, 
2007) etc. have been developed on the basis of the edge information extracted from original 
images. Such an algorithm is robust against illumination, rotation, and scale variations, and 
has been successfully applied to various image recognition problems. Concerning the latter, 
because search operations are computationally very expensive and time-consuming, it 
would be better if these operations are carried out by dedicated VLSI associative processors 
rather than programs running on a general-purpose computer. In this regard, dedicated 
highly parallel associative processor chips have been developed for the purpose of real-time 
processing and low-power operation. 
It has been demonstrated that associative processors can serve as the basis of humanlike 
flexible computation, and many examples of flexible pattern perception have been 
demonstrated that are based on analog and digital technologies as well as mixed signal 
technologies. Digital approaches are accurate in computation, but often require large chip 
real estate and often consume large power. Analog implementations are preferred in terms 
of low-power consumption and high-integration density. In this regard, various distance-
calculating circuits, which are used to evaluate the similarity (or dissimilarity) between two 
vectors, have been proposed. Euclidean distance circuits (Tuttle et al., 1993) utilizing 
MOSFET square-law cells were employed in an 8-bit parallel analog vector quantization 
(VQ) chip. Konda et al. (1996) and Cauwenberghs & Pedroni (1997) proposed neuron 
MOSFET ( MOS)-based and charged-based Manhattan-distance evaluation cells, 
respectively. A MOS-based Euclidean distance calculator used in a recognition system for 
handwritten digits was proposed (Vlassis et al., 2001). Kramer et al. (1997) also proposed an 
analog Manhattan-distance-based content-addressable memory (CAM) using the analog 
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non-volatile memory technology. On the other hand, bell-shaped characteristics have been 
implemented in various analog associative processors (Ogawa & Shibata, 2001; Yamasaki & 
Shibata, 2003; Hasler et al., 2002; Peng et al., 2005). In such processors, bell-shaped current-
voltage (I-V) characteristics, or resonance-type I-V characteristics, were utilized in building 
matching cells. This is because such resonance characteristics can represent the correlation 
between the input data and the template data in the sense that the output current becomes 
maximum when the input voltage coincides with the peak voltage. The resonance 
characteristics of single-electron transistors (SETs) were utilized to carry out associative 
processing for color classification (Saitoh et al., 2004). Since resonance characteristics are the 
typical nonlinear characteristics often observed in nano devices, such associative processors 
would be one of the most promising system applications in the coming era of nano devices. 
Although room-temperature SETs utilizing particular phenomena have been reported 
(Mastumoto et al., 1996; Uchida et al., 2002; Saitoh et al., 2004), all demonstrations have been 
reported at the device level or simple circuitry, rather than at realistic system levels. 
Numerous new developments are now being explored so as to make nano devices 
applicable to the next-generation integrated circuits. However, because these devices have a 
higher probability of being defective than conventional CMOS devices, designing reliable 
digital circuits with such devices is a major challenge. So far, CMOS-based associative 
processors are still dominant in practical applications. One of the drawbacks in analog 
implementation, however, is that the matching-cell behavior suffers from the problem of 
device mismatch. For this reason, architectures that are robust against such problems are 
desired. 
In this chapter, a compact resonance-characteristics matching cell using only NMOS 
transistors in order to emulate the resonance-type I-V characteristics of nano devices and to 
build a small-area low-power associative processor will be described. In addition, a new 
calibration scheme (Bui & Shibata, 2008a) that can compensate for matching errors due to 
device mismatch is presented. System configuration of a single-core architecture and the 
major circuitries utilized in the prototype chip design as well as measurement results are 
presented in Section 2. In Section 3, a solution to how the system is hierarchically scaled up 
to a vast scale integration is presented. For a vast scale integrated system, a large number of 
template data can be implemented in multiple associative processors, making the 
recognition system more intelligent. In this regard, a fully-parallel multi-core/multi-chip 
scalable architecture of associative processors was developed (Bui & Shibata, 2008b; 2009). 
Moreover, the problem associated with inter-chip communication delay which is critical in 
the time-domain WTA operation was resolved by a newly-developed winner-code-decision 
scheme (Bui & Shibata, 2008b; 2009).  

2. Single-core architecture of analog associative processor 
2.1 System architecture 
Figure 1 shows the block diagram of the single-core associative processor developed in our 
work (Bui & Shibata, 2008a). It consists of two main parts, the digital memory module and 
the proposed analog matching-cell module. The memory module employing SRAM is 
utilized to store template data that represent the past experience or knowledge. The 
similarity evaluation between the input data and the template data is carried out in parallel 
by vector-matching circuits in the matching-cell module. All data are represented as 64-
dimension PPED vectors compatible with vectors generated from the vector-generation chip 
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described in the study (Yamasaki & Shibata, 2007). Each vector-matching circuit itself 
consists of 64 vector-element matching cells (MCs) utilized to evaluate the similarity 
between vector elements. The matching score between vector elements is given as output 
current from the matching cell, which has bell-shaped I-V characteristics. Consequently, in 
the conventional manner, the matching scores between the input vector and template 
vectors are also currents obtained by taking the wired sum of element matching-cell output 
currents. Current memories are utilized to memorize the peak currents of the bell-shape 
characteristics and then to generate vector-matching scores by the calibration scheme 
proposed in Section 2.2.4. Utilizing these vector-matching scores, the winner-take-all (WTA) 
circuit (Ito et al., 2001) determines the maximum-likelihood template vector and identifies 
its location, namely, the code of the vector. Serial digital-to-analog converters (SDACs) are 
used to convert digital values to analog voltages prior to similarity evaluation processing. 
Once the template data are downloaded from the digital memory module to the matching-
cell array via the digital-to-analog converters, the data are temporarily stored in all the 
matching cells as analog voltages and utilized for a number of parallel pattern matching 
operations that follow. 
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Fig. 1. Block diagram of single-core associative processor employing resonance-type current-
voltage characteristics. 

In analog associative processor implementations, the storing of analog template data is 
always a difficult issue. Analog nonvolatile memory technologies (Kramer et al., 1997; Yoon 
et al., 2000; Yamasaki et al., 2001; Kobayashi et al., 2005) have been developed for such 
purposes, but they are often very expensive to implement. In the proposed architecture, on 
the other hand, digital memories such as SRAM, DRAM, and flash can be employed to build 
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a system that is inexpensive compared with analog nonvolatile memory technologies. By 
adding an analog matching-cell module to any existing memory system, an associative 
processor can be easily constructed in the architecture proposed in this work.  

2.2 Circuit Implementation  
2.2.1 Matching cell 
Figure 2 shows the schematic of one element-matching cell, which is used to determine the 
similarity between each element of the input vector and the corresponding element of the 
template vector. The cell is composed of only NMOS transistors. This is advantageous in 
making the cell layout compact because extra areas for N-wells and PMOS transistors are 
not necessary. In this regard, the present cell is superior to the CMOS cell described in ref. 
(Yamasaki & Shibata, 2003) as well as the cell described in ref. (Konda et al., 1996).    
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Fig. 2. Schematic of vector-element matching circuit (matching-cell circuit). 
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Fig. 3. Operation of matching cell, matching operation, is conducted in two phases. (a) Phase 
1, the writing phase; template data are stored in matching cells. (b) Phase 2, the evaluation 
phase; similarities between template data and input data are evaluated. 
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Figure 3 illustrates two phases of the operation of the matching cell. In the figure, two 
NMOS switches (T5 and T6 in Fig. 2) connected to input terminals are omitted for simplicity 
of explanation. In the first phase, as shown in Fig. 3(a), template vector elements are stored 
temporarily inside matching cells. This phase is also called the writing phase, in which the 
template element voltage (VT) and its complement (VDD-VT) are connected to two input 
terminals of the matching cell. The floating gates are first connected to the reference voltage, 
Vref, and then disconnected from that voltage to make them electrically floating. After this 
phase, template vector elements are memorized as charges on the floating gates inside the 
corresponding matching cells. Phase 1 is repeated until all the necessary template vectors 
are downloaded from the memory module. In the second phase (also called the evaluation 
phase) shown in Fig. 3(b), the input element voltage (VX) and its complement (VDD-VX) 
replace the positions of template elements. As a result, floating gate voltages of Vref + V 
and Vref - V are created. In the figure, V is the difference voltage between the input vector 
element and the template vector element.  
These two voltages create the bell-shaped I-V characteristics shown in Fig. 9. Indeed, since 
the gate voltages of the two serially connected transistors T1 and T4 are complementary 
analog signals, Vref + V and Vref - V, respectively, they form bell-shaped I-V 
characteristics. Because of the back-gate effect occurring in T1, these characteristics are 
slightly asymmetric. Similarly, the T2-T3 pair also creates asymmetric characteristics. By 
cross-coupling four transistors, as shown in Fig. 2, the asymmetry is removed.  
The result of the evaluation from each matching cell is given as an output current (Iout). A 
higher current indicates greater similarity. The peak height of the output current Iout is also 
programmable by varying the reference voltage Vref connected to the floating gates. The 
higher Vref is, the higher the peak current becomes. These characteristics are described 
clearly in Section 2.3 and Fig. 9. In addition, it should be noted that once all the necessary 
template data are stored in the matching-cell array, only phase 2 is repeated for each new 
input vector.  
The matching score between the input vector and the template vector is obtained by taking 
the wired sum of all Iout�’s from 64 element-matching cells for one vector, as shown in Fig. 1 
and eq. (1). In conventional approaches, a higher wired-sum current represents a greater 
similarity between two vectors. 
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2.2.2 Winner-take-all circuitry 
The block diagram of the winner-take-all circuit (WTA) is shown in Fig. 4. The matching 
scores from the vector-matching circuits are first converted to delay times by the current-to-
delay-time converter (Yamasaki & Shibata, 2003). This is accomplished by using 
comparators that compare matching scores and a common ramp voltage signal. The shorter 
delay time corresponds to the larger matching score. The time-domain WTA circuit (Ito et 
al., 2001; Yamasaki & Shibata, 2003)  utilizes an open-loop OR-tree architecture to sense the 
first up-setting signal and generates the binary address representing the location of the 
winner. In this manner, the maximum-likelihood template vector is identified. 
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Fig. 4. Block diagram of the time-domain WTA, the flip-flop (FF) compares the timing  
difference between two input signals and senses the winner. The winner signal is also 
propagated to the next stage through the OR gate. 
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Fig. 5. Simplified schematic of SDAC and its layout area on the chip. 

2.2.3 Serial digital-to-analog converter 
As shown in Fig. 1, two digital-to-analog converters (DACs) are required for each of the 
vector elements since each matching cell requires two analog complementary signals; hence, 
128 DACs are utilized in the system. Such an on-chip DAC needs to satisfy the requirement 
of small layout area, low-power dissipation, and small number of interconnects for data 
input. In this system, a serial digital-to-analog converter (SDAC) is utilized. The simplified 
schematic of the SDAC is shown in Fig. 5. The key feature of such a SDAC is its simplicity. It 
requires only two identical capacitors (C1 and C2) and a few switches. Basically, the 
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operation of the SDAC is based on charging and sharing charges between two capacitors. 
The conversion is done sequentially; one clock cycle is required to convert one bit. Thus, N 
clock cycles would be required for an N-bit word. The output voltage, Vout, is proportional 
to the serial input data, as illustrated by eq. (2). 

 
out 0 ref_DAC 1 ref_DAC 2 ref_DAC

0 11
out ref_DAC 1

1 1 1... ( ) ...
2 2 2

...
2 2 2

N
N N

V b V b V b V

b bbV V
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Because of its small size, the SDAC is a much better choice for the proposed architecture. Its 
layout area compared with the layout area of a matching cell is also shown in Fig. 5.   

2.2.4 Calibration circuitry  
Process variations influence device parameters, and hence matching-circuit behaviors. The 
matching result, therefore, may lead to errors. The new calibration scheme shown in Figs. 6 
and 7 has been developed to mitigate the errors caused by device mismatch.  According to 
the International Technology Roadmap for Semiconductors (ITRS-2008), transistor  
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Fig. 6. Two distance-evaluating methods. Curves were generated by a 5-interation post-
layout Monte Carlo simulation of a matching cell having random changes of 10% in 
transistors�’ length and width. The simulation was carried out at VDD = 3.3 V and Vref =1.65 V. 
Highest and lowest current curves were focused on. For the same distance between the 
input vector element and the template vector element, V = 0.35 V, for example, the 
conventional distance-evaluating method and the proposed method are demonstrated. 
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Fig. 7. Calibration scheme. (a) Calibration scheme operation. In phase 1, all peak output 
currents are memorized in current memories. In phase 2, the similarities between the input 
vector and the template vectors are evaluated. Only one current memory is required for one 
vector-matching circuit. (b) Circuit diagram of the current memory and subtractor. 

dimensions may vary above 10%. The small figure at the top left of Fig. 6 illustrates 
matching-cell characteristics where the widths and the lengths of NMOS transistors of the 
matching cell vary randomly up to 10% as a result of process variations. These 
characteristics were obtained by a post-layout extracted circuit Monte Carlo simulation, and 
we focus on the highest and the lowest current curves. For the same distance between the 
input vector element and the template vector element, V = 0.35 V, for example, two 
distance-evaluating methods are shown in the remaining part of Fig. 6, which is an enlarged 
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image of the small rectangle at the top left. In the proposed method, the similarity is 
determined by the difference between the peak current and the output current at the 
moment of data matching. In the previous conventional approaches (Delbruck, 1991; Hasler 
et al., 2002; Yamasaki & Shibata, 2003; Ogawa & Shibata, 2001; Peng et al., 2005), the output 
current itself was utilized as the matching result. ERROR2 (0.9 A) and ERROR1 (5.1 A) in 
the figure refer to errors caused by the former method and the latter one, respectively. It is 
clearly shown that the proposed differential current method offers a better result.  In order 
to implement this method, peak currents are stored in current memories in phase 1 (the 
writing phase), namely, at the time of template data download to matching cells. In phase 2 
(the evaluation phase), differences between currents are obtained. Only phase 2 is repeated 
for each new input vector. This scheme is shown in Fig. 7(a), and the circuit diagram of the 
current memory and subtractor is presented in Fig. 7(b). The matching scores between input 
vector and template vectors are calculated by eq. (3). 
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According to this scheme, the greater similarity corresponds to the lower current rather than 
the higher one in the previous approaches. 

2.3 Experimental results 
2.3.1 Chip fabrication 
The proof-of-concept chip was designed and fabricated using 0.35- m 2P3M CMOS 
technology. The proposed matching-cell module includes 32 template vectors for the 
purpose of demonstration. The mechanism is preserved even in the case of a larger number 
of template vectors. The chip micrograph is shown in Fig. 8. The chip size is 4.9 4.9 mm2, 
and the features of the chip are summarized in Table 1. 
 

SRAM

Matching-cell array

Current memories

TWTA

Serial DACs + Voltage followers

 
Fig. 8. Micrograph of the proof-of-concept chip fabricated using 0.35- m CMOS process. 
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2.3.2 Measurement results and discussion 
The measured characteristics of the vector element matching cell with various values of the 
reference voltage are illustrated in Fig. 9. Since the NMOS threshold voltage is around 0.6 V in 
the 0.35- m CMOS technology in which the test chip was fabricated, it is shown that by 
varying Vref from high to low values, the operation of the matching cell is altered from the 
above-threshold regime to the subthreshold regime, respectively. When operating in the 
subthreshold regime, the peak output current becomes as low as 80 nA at Vref of 0.4 V. The 
results suggest an opportunity for building very low-power information processing systems.  
 

Technology 2P3M 0.35- m CMOS Process 
Power supply (V) 3.3 (maximum)    
Die size (mm2) 4.9  4.9 
Number of vectors 32 vectors, 64 dimensions 
Frequency (MHz) 33.3  
Power consumption (mW) 21 at Vref = 0.55 V, VDD = 3 V, Clk = 33.3 MHz 
Matching time ( s) 2.2 at 33.3 MHz 

Table 1.  Specifications of the proof-of-concept single-core chip. 
 

740nA

280nA

80nA

7.5 A

5.2 A

3.2 A

1.7 A

0.74 A

V = VX-VT

Vref=0.7V

Vref=0.65V

Vref=0.6V

Vref=0.55V

Vref=0.5V

Current
(1 A/div)

0 0.5V-0.5V

Vref=0.5V

Vref=0.45V

Vref=0.4V

Current
(100nA/div)

0 0.5V-0.5V
V

Vref=1.65V

Vref=0.75V

20 A/div

Output
current

(V)

 
Fig. 9. Measured characteristics of the matching cell with various values of the reference 
voltage. 

Figure 10 illustrates the experimental results for handwritten digit recognition utilizing the 
proposed architecture, as a simple demonstration. The digits �“0�”-�“9�” were converted to 
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PPED vectors so as to play the role of template vectors. The twenty-two other template 
vectors were dummy vectors. Then, the PPED vector of the handwritten digit �“9�” was 
employed as the input vector. The winner address shown in Fig. 10(a) corresponds to the 
location of the digit �“9�”. This result verifies correct chip operation. Figures 10 (a) and 10 (b) 
  

Template vectors

Input vector

Searching the winner
Writing templates and

Inputting handwritten �“9�” digit

Winner Address

Common Ramp signal

"Winner found" signal, 
a rise from 0 to VDD indicates
that winner was found.

Winner address=09H

Starting to find winner
Winner found Ready for next matching

1

1

1

1

1

Address lines are reset to 1

1

0

0

1

0

LSB

MSB

 
(a) 

Bit 0
(LSB)

Bit 1

Bit 2

Winner address

"Winner found" signal

Winner found

 
(b) 

Fig. 10. Demonstration of the whole system operation. (a) Waveforms obtained with a logic 
scope describe the chip operation at 1 MHz for the purpose of illustration. The operating 
frequency is low because of the resolution limitation of the logic scope. (b) Waveforms 
obtained using an oscilloscope verify the chip operation at the frequency of 33.3 MHz 
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show the waveforms captured from a logic scope and an oscilloscope, respectively. Since 72 
clock cycles, comprising 8 cycles for SDAC and 64 cycles for an off-chip digital- to-analog 
converter utilized as the ramp-signal generator for the WTA circuit, are required to finish a 
template-matching cycle, the search time in this experiment is 2.2 s at the frequency of 33.3 
MHz and depends strongly on the speed of the ramp-up voltage signal employed in the 
current-to-delay-time converter. The system was set up to operate at the supply voltage of 
3.0 V and the reference voltage of 0.55 V. As a result, the average power dissipation of the 
whole chip was about 21 mW. 
Moreover, in Fig. 11, the average supply current of the whole chip, including the matching-
cell array, the SRAM module, SDACs, voltage buffers, current memories, the WTA circuit, 
and I/O pads, measured with various Vref�’s is reported. The curves inherit the NMOS I-V 
characteristics owing to the NMOS-based matching-cell architecture. It can be observed that 
low supply currents are obtained with values of Vref below the threshold voltage. These low 
reference voltages enable matching cells to operate in the subthreshold regime, in which the 
matching cell output currents drop exponentially with decreasing Vref. As a result, the 
matching-cell array consumes very low power. Since the measured currents are for both the 
matching-cell array and the other parts, the supply currents in the subthreshold region 
remain at certain values rather than very low ones. These currents are mainly for the other 
parts whose power dissipations are reduced when lowering the supply voltage, and are 
independent of Vref. Consequently, the supply currents are approximately constant values in 
the subthreshold region, as shown in Fig. 11.    
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Fig. 11. Relationship between Vref and supply current. 

The performance of the associative processor is summarized with some others from the 
literature in Table 2. Because the time-domain WTA is utilized in this work because of its 
simple architecture, the search time is quite long compared with those of digital 
implementation (Nakata et al., 1999) and mixed signal implementation (Abedin et al., 2007). 
In addition to the matching-cell array, the WTA plays an important role in the power-saving 
scheme because the power consumption of the WTA increases significantly upon increasing 
the number of template vectors. In the present chip, the optimization of the speed and 
power dissipation of the WTA has not been considered. In order to make the proposed 
architecture practical and much better than digital approaches, a low power WTA would be 
considered in future studies. Furthermore, although analog flash implementation (Kramer et 
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al., 1997) offers very low power consumption, such an implementation requires particular 
mechanisms in the template-writing phase, making the flash implementation difficult to 
control and hence, flexible programmability difficult to realize. 
 

 Technol. Power consumption 
(mW) 

Matching 
time ( s) 

Estimated 
power/MC 

(mW) 

This work Analog 21 
(32 vectors, 64 elements) 2.2 0.01 

 
Tuttle, et al. 

1993 Analog 50*) 

(256 vectors, 16 elements) 2 0.012 
 

Kramer, et al. 
1997 

Analog 
flash 

195 
(4K vectors, 64 elements) 4.6 0.00074 

Oike, et al. 
2004a Digital 

320.7 at VDD=1.8V 
15.1 at VDD=0.9V 

(64 vectors, 32 elements) 

2 
8.12 

0.157 
0.0074 

Nakada, et al. 
1999 Digital 290 

(256 vectors, 16 elements) 1.1 0.071 

Abedin, et al. 
2007 

Mixed 
signal 

195 
(64 vectors, 16 elements) 0.16 0.19 

Table 2. Performance comparison. 
*)Not including power for memory and D/A converters. 

3. Extension to a multi-core/multi-chip architecture of associative processors 
3.1 Multi-core/Multi-chip configuration  
In this session, a solution to how the system is hierarchically scaled up to a vast scale 
integration is presented. For a vast scale integrated system, a large number of template data 
can be implemented in multiple associative processors, thus making the recognition system 
more intelligent. In this regard, a multi-core/multi-chip architecture of associative 
processors has been developed (Bui & Shibata, 2008b; 2009). 
In the literature, several multi-chip architectures based on all-digital technology have also 
been introduced (Nakata et al., 1999; Oike et al., 2004b). Although these systems offer 
accuracy, they occupy large chip real estate and usually have complicated structures. On the 
contrary, analog-technology-based system employing time-domain winner-take-all (WTA) 
is introduced in this study. The multi-core/multi-chip architecture inherits the architecture 
developed for the fully parallel single-core associative processor described in the previsous 
session. The problem associated with inter-chip communication delay which is critical in the 
time-domain WTA operation has been resolved by a newly-developed winner-code-decision 
scheme. In addition, switched-current technology has been utilized so as to further reduce 
the power consumption. 
The block diagram of a multi-core/multi-chip associative system is shown Fig. 12. In 
general, the system includes many chips, and each chip itself has many cores. For the 
purpose of demonstration, the poof-of-concept system in this study is composed of four 
associative chips, namely, one master chip and three slave chips. Each chip consists of four 
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32-vector cores. (Each vector has 64 elements of 8-bit numbers.) As a result, a 512-vector 
associative system is constructed as a demonstration. The master chip and the slave chips 
are designed in the same configuration. They play master/slave roles when they are 
combined to form the whole system and operate in parallel. The master chip is 
distinguished from other slave chips by activating an additional majority-code-decision 
circuit described in the following section. Employing many cores on a single chip reduces 
the time required for downloading the information of template vectors stored in SRAMs to 
analog matching-cell arrays. In addition, four cores are activated separately, thus they can 
do matching operations independently or as a whole large system. 
The 32-vector single-core architecture was already described in the previous section. In each 
core, template vectors are stored in on-chip digital memory, namely SRAM in the design. 
Employing digital memories is an inexpensive solution instead of using high-cost analog 
nonvolatile memory technologies. And compact serial digital-to-analog converters (SDACs) 
are used to convert digital values to analog voltages prior to similarity evaluation 
processing. The similarity evaluation between the input vector and template vectors is 
carried out in parallel by vector-matching circuits, each of which consists of 64 bell-shaped 
vector-element matching cells (MCs), a current memory, and a current subtractor as shown 
in Fig. 13. Signals WR and RD in Fig. 13 correspond to WRITE control signal and READ 
control signal, respectively. These signals permit to store matching results represented by 
currents into the current memories and to read out the matching scores from the subtractors. 
As mentioned in Section 2, current memory plays an important role in the device-mismatch 
calibration scheme in which the similarity is determined by the difference between the peak 
current and the output current at the moment of similarity evaluation. In the study, 
switched-current technology is employed to control RD and WR signals in order to cut-off 
currents flowing in the vector-matching circuits as well as the current memories except 
moments of downloading template vectors to the matching-cell arrays and evaluating 
similarities. As a result, the power dissipation is reduced further as compared with the 
design in Section 2. 
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Fig. 12. Block diagram of the multi-core/multi-chip architecture. 
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Fig. 13. Schematic of a vector-matching circuit. 
Multi-core/Multi-chip configuration 

The global winner, namely the template vector having the minimum distance to the input 
vector is searched for through a three-stage WTA circuit. Each WTA stage employing a 
time-domain WTA (Ito et al., 2001) senses the first up-setting signal among inputs and 
generates the binary address representing the location of the winner. The winner signal is 
also passed to the next WTA stage. In this manner, WTA1 searches for the local winner 
inside the 32-vector matching-cell array, WTA2 searches for the winner of one chip, and 
WTA3 searches for the global winner which is the winner when combining various chips 
together. All three WTA stages and the majority-code-decision circuit described below are 
layouted on each chip. The configuration is illustrated in Fig. 12. 
However, when integrating several chips to form a larger system, signal propagation delays 
occurring in long inter-chip interconnects may lead to errors in time-domain signals. This 
will result in the decision error of the final WTA�’s (WTA3�’s). In order to deal with this 
problem, a balanced architecture should be satisfied to equalize delay times of inter- 
connection signals. However, even though with the balanced architecture, different 
propagation delays may still occur. Because of this problem, a redundant circuit following 
the final stage WTA, called the majority-code-decision circuit, has been developed. This 
circuit is only activated on the master chip. The circuit makes the decision based on the 
winner address codes generated by all WTA3�’s. The block diagram of the circuit is shown in 
Fig. 14. Basically, it consists of a binary counter, binary comparators, and a majority voting 
circuit (MVC). In the proof-of-concept chip, they are a 2-bit counter, 2-bit comparators, and a 
three-of-four MVC, respectively. As a result, the global result becomes more reliable than 
the architecture without a majority-code-decision circuit. In the case of a 2-bit 4-input 
majority-code-decision circuit like that in this study, the circuit can be constructed by 
combining two three-of-four MVCs whose outputs form the 2-bit majority winner code; but 
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it is not the general case. It means that such architecture is not correct for other cases whose 
winner codes are larger than two bits. On the contrary, the method developed in this study 
is general and suitable for any case. The counter counts up from zero when it is activated; 
the winner-indicating-signal (ADDR_FND) indicates whether the majority winner code is 
found. This signal goes high when output of the counter coincides with the majority winner 
code. 
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Fig. 14. WTA3 and the majority-code-decision circuitry. 
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Fig. 15. Current-to-delay-time converter. 
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In addition, in order to further reduce the power dissipation, switched-current technology is 
also utilized in the current-to-delay-time converters by the method illustrated in Fig. 15. 
Winner signals obtained by WTA1�’s are combined by an OR-gate; the output signal is 
employed as a cut-off signal disconnecting both the common ramp voltage signal and score 
currents from current-to-delay-time converters. In this manner, once the winner signal is 
found by one of WTA1�’s, all current-to-delay-time converters are deactivated, thus further 
reducing the power consumption. This method can be applied to any large matching-cell 
array by dividing the array into several smaller blocks.  

3.2 Experimental results 
3.2.1 Chip fabrication 
Measurement results obtained from the previous single-core chip fabricated in a 0.35- m 
double-poly triple-metal CMOS technology have been discussed in Section 2. As an 
extended research, a proof-of-concept chip consisting of four cores was designed and 
fabricated in a 0.18- m 5-metal CMOS technology. Figure 16 shows a micrograph of the test 
chip, and layout of a matching cell is shown in Fig. 17. Each core including a memory 
module and a matching-cell module occupies an area of 1760 m  570 m. The size of 
matching cell is 19.7 m  7 m. It should be noted again that the CMOS inverter-based 
matching cell presented in (Yamasaki & Shibata, 2003) is larger than the present cell due to 
the N-well region required for implementing PMOS transistors. This is an advantage of pure 
NMOS configuration. However, the present matching cell size is still large due to the large 
area required for capacitor layout. The specifications of the proof-of-concept chip are 
summarized in Table 3. 
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Fig. 16. Micrograph of the proof-of-concept chip fabricated using 0.18- m CMOS process. 
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Fig. 17. Micrograph of a matching-cell module and layout of a matching cell (MC). 
 

Technology  1P5M 0.18- m CMOS 
Power supply (V)  1.8  
Core size (mm2)  1.76  0.57  
Matching cell size ( m2)  19.7  7  

Search time ( s)  8.16 at clock frequency = 16.7MHz 
 ( Incl. 8 clocks for SDAC and 128 clocks for the ramp voltage) 

Power consumption (mW)  1.17 mW/32-vector matching-cell module; 6.48 mW/chip  
when operating in the subthreshold region with VDD=1.8 V. 

Function   128 vectors/chip, 512 vectors/4-chip system.   
Nearest match identification. 

Table 3.  Specifications of the proof-of-concept chip. 

3.2.2 Measurement results 
Figure 18(a) shows the characteristics of matching-cell measured with some small reference 
voltages. For the 0.18- m CMOS technology in which the prototype chip has been 
fabricated, the threshold voltage of NMOS is around 0.45 V. As can be seen in the figure, in 
the subthreshold regime, the peak current of the matching cell characteristics is reduced to 
only several tens of nA. This is an important issue in power-saving schemes. The entire 
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curve of peak output current with respect to the reference voltage shown in Fig. 18(b) has 
the shape of NMOS transistor characteristics. 

 
Fig. 18. Measured matching cell characteristics. 

In Fig. 19, the average current of the whole chip including four cores and chip-I/O buffers 
and the current in a single 32-vector matching-cell module measured with various Vref�’s are 
reported. As can be seen from the figure, the curves have the shape of the NMOS  I-V 
characteristics owing to the NMOS-based matching-cell architecture. In the subthreshold 
region, the current of the entire chip and that of one matching-cell module are 3.6 mA and 
0.65 mA, respectively. As a result, the power consumption per matching cell is reduced to as 
small as 0.79 W. 
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Fig. 19. Measured current as a function of the reference voltage Vref. 

Figure 20 (a) shows measured signals CHIP_WFND and WTA3_WFND generated by the 
WTA2 and WTA3 on the master chip, respectively. Waveforms at the output of the majority-
code-decision circuit measured by an oscilloscope are shown in Fig. 20(b). The signal 
WTA3_WFND generated by WTA3 is employed as the control signal enabling the operation 
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of the counter in Fig. 14. When the winner is found by the WTA3 on the master chip, the 
counter is activated, and begins to count up. When the counter output, ADDR[8-7], 
coincides with the majority winner code, ADDR_FND signal goes high, indicating that the 
majority code was found and available on address lines ADDR[8-7]. This signal also stops 
the counter counting. In the demonstration, the majority winner code is 102 corresponding 
to chip #2. Majority-making-decision principle plays an important role not only in this 
design of a multi-chip architecture but also in miniscule-device-based designs where the 
device parameter variability is an important issue.    
 

 
Fig. 20. Measured waveforms of the majority-code-decision circuit operating at a clock 
frequency of 20 MHz. 

Demonstration of the whole system operation is illustrated in Fig. 21. All vectors of the test 
chip were assigned with given data. Required signals were connected to illustrate a system 
consisting four chips. After all template vectors were temporarily memorized inside matching-
cell arrays, two input vectors were applied to the system input successively for matching. In 
Fig. 21, which is the measurement result captured from a logic scope, address lines ADDR[4-0], 
ADDR[6-5], and ADDR[8-7] represent winner address codes generated by WTA1, WTA2, and 
the majority-code-decision circuit, respectively. Namely, they are the winner template vector 
inside the winner core, the winner core inside the winner chip, and the winner chip of the 
multi-chip configuration, respectively. As a result, the global winner address is the 
combination of these three address codes. In this demonstration, the global winner addresses 
captured on the system bus are �“1000001012�” representing the global winner is vector #5 
(001012) of core #0 (002) in chip #2 (102) and �“1010101112�” representing the global winner is 
vector #23 (101112) of core #2 (102) in chip #2 (102), respectively. WTA_EVAL signal enables the 
operation of the three-stage WTA circuitry. When this signal goes high, it also enables an off-
chip ADC to generate the common ramp voltage used in current-to-delay-time converters. 
GLOBAL_WFND signal indicates that the winner template vector has been found and its 
address is available on the system bus. This signal also latches the global winner addresses on 
the system bus. The experimental results verify the correct operation of the system.  
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A searching cycle finishes in 136 clock cycles including eight clocks for on-chip D/A 
conversion of an input vector and 128 clocks for off-chip ramp voltage generation. In 
addition, employing many cores on a single chip reduces the time required for downloading 
the information of template vectors to analog matching-cell arrays. 
 

 
Fig. 21. Demonstration of the whole system operation by waveforms captured by a logic 
scope. 

4. Conclusion 
In this chapter, a methodology for building a low-power high-capacity associative system 
has been presented. Device mismatch problems as well as decision errors associated with 
inter-chip communication delays have been resolved by introducing the calibration scheme 
and the majority-code-decision circuit. Because of employing bell-shaped matching cell as 
similarity/dissimilarity-evaluation element, this study, therefore, provides an intermediary 
stage connecting CMOS designs and the coming era of nano devices. This is because such 
resonance-type current-voltage characteristics are typical characteristics often observed in 
nano-scale devices. The system also has the possibility of a large database capacity by 
employing the multi-core/multi-chip architecture. In principle, search time is independent 
of the number of cores as well as the number of chips. The operation of the systems as well 
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as the concept of design have been verified by measurement results of the proof-of-concept 
chips designed in 0.35- m and 0.18- m CMOS processes.  
The number of cores per chip as well as the number of chips in the system can be enlarged 
to a larger capacity without changing the methodology, making the system more intelligent 
by increasing the number of template vectors, i.e., giving a larger amount of knowledge in 
making decisions. Moreover, another method to enlarge the system is to employ WTA3�’s as 
extended WTA stages in a tree-like architecture. In principle, the system can be enlarged to 
any extent, making such an approach promising in giga-scale integration of nano devices. 
In addition, as for associative processors developed in this chapter, template data are 
temporarily stored as voltages on capacitors. Due to design rules provided from the 
foundry, most of the matching-cell area is occupied by capacitors. If we assume a high-k 
MIM capacitance technology, such as the technology used in DRAM, to be available in the 
technologies used in this chapter�’s designs, the matching-cell array can be constructed in a 
very small area. It can be concluded that the combination of the high-k MIM capacitance 
technology with the architectures developed in this study would be a promising technology 
for analog implementations of associative processors in future.   
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1. Introduction  
Metal-oxide-semiconductor (MOS) digital logic is based on the enhancement-mode MOS 
transistors. During the past 40 years, the gate length of Si-based MOS transistors has been 
scaled down from about 10 m to below 0.1 m (100 nm). Currently, MOS transistors 
fabricated by 45 nm CMOS technology are readily available from various silicon foundries. 
Moreover, Taiwan Semiconductor Manufacturing Company (TSMC) has successfully 
developed 28 nm CMOS technology using the conventional silicon oxynitride as the gate 
insulator with polysilicon gate (Wu et al., 2009). IBM has demonstrated the use of high-K 
dielectric as the gate insulator with metal gate for their sub-22 nm CMOS technology (Choi 
et al., 2009). SEMATECH has developed their 16 nm CMOS technology using high-K/metal 
gate (Huang et al., 2009). Furthermore, several research groups have already reported on the 
development of 10 nm planar bulk MOS transistors (Wakabayashi et al., 2004; Wakabayashi 
et al., 2006; Kawaura et al., 2000). It has been reported using a hypothetical double-gate MOS 
transistor that a direct source-drain (S/D) tunneling sets an ultimate scaling limit for 
transistor with gate length below 10 nm (Jing & Lundstrom, 2002). Aggressive scaling brings 
about significant improvement in the integration level of Si-based MOS logic circuits. In 
addition, it also improves the switching speed because the drain current is increased when a 
smaller gate length and a smaller effective gate dielectric thickness are used. According to 
the conventional MOS transistor theory based on the constant electron mobility, the linear 
drain current (i.e. drain current at low drain voltage) will increase with the reduction of the 
gate length. Based on the classical concept of velocity saturation, the saturation drain 
current (i.e. drain current at high drain voltage) will not increase when the gate length is 
decreased. This theory is obviously contradictory to the experimental observation. 
Experimentally, we observe that the linear drain current and the saturation drain current are 
increased when the gate length is reduced. Hence, there is a need to investigate the drain 
current saturation mechanism in the nanoscale MOS transistors. First and foremost, we need 
to know the type of electrical conduction between the source and drain (S/D) regions for the 
state-of-the-art MOS transistors (L  32 nm). Fig. 1 shows the various types of electrical 
conduction between the source and the drain of a n-channel MOS (NMOS) transistor (i) 
thermionic emission, (ii) thermally assisted S/D tunneling and (iii) direct S/D tunneling 
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(Kawaura & Baba, 2003). In the thermionic emission, carriers are thermally excited in the 
source, and then they go over the potential barrier beneath the gate. In the thermally-
assisted S/D tunneling, carriers are thermally excited in the source, and then they tunnel 
slightly beneath the top of the potential barrier. Both thermionic emission and thermally-
assisted S/D tunneling have strong temperature dependence. In contrast, the direct S/D 
tunneling does not need any thermal excitation and thus it has a weak dependence on 
temperature. Since the tunneling probability increases exponentially with decreasing 
potential barrier width, a decrease in the gate length will significantly increase the direct 
S/D tunneling and thus increase the subthreshold current (Kawaura & Baba, 2003). 
Fortunately, the tunneling current will only exceed the thermal current and degrade the 
subthreshold slope when the gate length is less than 5 nm (experimentally 4 nm and 
theoretically 6 nm) (Kawaura et al., 2000). Therefore, we only need to be concerned with 
thermionic emission between the source and the drain for the state-of-the-art MOS 
transistors (L  32 nm). This chapter will discuss the evolution of theory on drain current 
saturation mechanism of MOS transistors from the early days to the present day. Section 2 
will give an overview of the classical drain current equations that involve the concepts of 
velocity saturation and pinchoff. Section 3 will address the ambiguity involving the 
occurrence of velocity saturation and the presence of velocity overshoot in the nanoscale 
transistors. Section 4 will discuss the newer drain current transport concepts such as ballistic 
transport and quasi-ballistic transport. Section 5 will discuss the physics behind the 
apparent velocity saturation observed during transistor scaling and how it differs from the 
classical concept of velocity saturation within a transistor. Finally, Section 6 will discuss the 
actual mechanism behind the drain current saturation in nanoscale transistors.  
 

Ec

Thermal assisted S/D tunneling
EF

Thermionic emission

Direct S/D tunneling

Ec

Thermal assisted S/D tunneling
EF

Thermionic emission

Direct S/D tunneling

 
Fig. 1. Various types of electrical conduction between the source and the drain of a NMOS 
transistor (i) thermionic emission, (ii) thermally assisted S/D tunneling and (iii) direct S/D 
tunneling. Note that EF refers to the Fermi level. Ec refers to the conduction band edge. 

2. Classical drain current equations for MOS transistors 
For long-channel MOS transistors (L = 10 m), the drain current saturation is related to 
pinchoff (Hofstein & Heiman, 1963). A qualitative discussion of MOS transistor operation is 
useful, with the help of Fig.2. For NMOS transistor, a positive gate voltage (VGS) will cause 
inversion at the Si/SiO2 interface. When the drain voltage (VDS) is small, the channel acts as 
a resistor and the drain current (Ids) is proportional to VDS (see Fig.3). This is known as the 
linear operation of the MOS transistor. The equation of the linear drain current is given by 
(Sah, 1991, b), 
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 2eff ox
ds GS th DS DS

eff
0.5WCI V V V V

L
  (1) 

where eff is the low-field mobility. W is gate width. Leff is the effective channel length. Cox is 
the gate oxide capacitance per unit area. Vth is the threshold voltage.  
By taking the partial derivative of equation (1) with respect to VDS, the expression for the 
drain conductance (gd) is as follows, 

 DS eff ox
d GS th DS

DS effGS

I WCg V V V
V LV

  (2) 

Note that gd decreases linearly with increasing VDS.  At VDS = VGS - Vth, gd becomes zero and 
thus VDS loses its influence on the number of electrons that can be injected by the source. 
This is because the depletion layer at the drain prevents the drain electric field from pulling 
out more electrons from source into the channel. Since VGS can decrease the potential barrier 
of the source-to-channel pn junction, Ids can be increased by using a bigger VGS. Pinchoff 
point occurs when the electron density in the channel dropped to around zero. The current-
saturation drain voltage (VDsat) is given by,  

 Dsat GS th,satV V V   (3) 

where Vth,sat is the saturation threshold voltage. 
The saturation drain current (Ids) is then given by (Sah,1991,b), 

 2eff ox
ds GS th

eff2
WCI V V
L

  (4) 

However, the constancy of Ids at high VDS is not maintained in the short-channel MOS 
transistors because the additional VDS beyond (VGS -Vth) will cause the pinchoff point to 
move slightly towards the source in order to deplete more electrons. This slight reduction in 
Leff can be considered negligible for the long channel transistors but it becomes significant 
for the short channel transistors and thus results in a small gd when VDS  VGS - Vth. 
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Fig. 2. NMOS transistor operating in (a) the linear mode, (b) the onset of saturation, and (c) 
beyond saturation where the effective channel length (Leff) is reduced. Vth,lin and Vth,sat are 
the linear threshold voltage and the saturation threshold voltage , respectively. Qinv is the 
inversion charge. 
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Fig. 3. Experimental Ids versus VDS characteristics of the NMOS transistor with physical gate 
oxide thickness of 300 Å (a) L =10 m, W =10 m, (b) L = 3 m, W =10 m.  

For short-channel MOS transistors (L < 1 m), (Taur et al., 1993) proposed that the drain 
current saturation, which occurs at VDS smaller than the long-channel current-saturation 
drain voltage (VDsat = VGS - Vth,sat), is caused by velocity saturation. From Fig.4, when the 
lateral electric field (Elateral) is small (i.e. VDS is low), the drift velocity (vdrift) is proportional to 
Elateral with eff as the proportionality constant. When Elateral is further increased to the critical 
electric field (Ecritical) that is around 104 V/cm, vdrift approaches a constant known as the 
saturation velocity (vsat) (Thornber, 1980). Based on the time-of-flight measurement, at 
temperature of 300 K, vsat for electrons in silicon is 107 cm/s while vsat for holes in silicon is 
6 106 cm/s (Norris & Gibbons, 1967).  
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Fig. 4. Schematic diagram of the drift velocity (veff) as a function of the lateral electric field 
(Elateral). Note that Elateral  VDS/ Leff .  
According to the velocity saturation model, the equation of the saturation Ids for the 
nanoscale MOS transistor is given by (Taur & Ning, 1998, c), 

 ds sat ox GS th,satI v WC V V   (5) 
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In contrast with the theoretical predictions that vsat is independent of eff (Thornber, 1980), 
the experimental data show that the carrier velocity in the nanoscale transistor and the low-
field mobility are actually related (Khakifirooz & Antoniadis, 2006).  This can be better 
understood as follows. The effects of strain on eff can be investigated qualitatively in a 
simple way through Drude model, eff = q  /m* where   is the momentum relaxation time, 
m* is the effective conductivity mass, and q is the electron charge (Sun et al., 2007). For <110> 
NMOS transistors that are fabricated on (100) Si substrate, there are four in-plane 
conduction band valleys (1, 2, 3, 4) and two out-of-plane conduction band valleys (5, 6), as 
shown in Fig. 5(a). The application of <110> uniaxial tensile stress will remove the 
degeneracy of the conduction band valleys such that the out-of-plane valleys (5, 6) will have 
a lower electron energy state that the in-plane valleys (1, 2, 3, 4). Since electrons will 
preferentially occupy the lower electron energy state, there will be more electrons in valleys 
(5, 6) compared to valleys (1, 2, 3, 4) and thus the effective in-plane mass becomes smaller. 
Besides the strain-induced splitting of the conduction band valleys, the strain-induced 
warping of the out-of-plane valleys (5, 6) in (100) silicon plane also plays a part in the 
electron mobility enhancement.  In the absence of mechanical stress, the energy surface of 
the out-of-plane valleys (5, 6) is �“ circle�“ shaped and the effective mass of valleys (5,6) is mT. 
When <110> tensile stress is applied, the effective mass of valleys (5, 6) along the stress 
direction (mT,//) is decreased but the effective mass of valleys (5, 6) that is perpendicular to 
the stress direction (mT, ) is increased (Uchida et al., 2005). By taking into account the change 
in the effective mass of the out-of-plane valleys (5, 6) and the strain-induced conduction 
subband splitting , the low-field mobility enhancement of the bulk <110> NMOS transistors 
under uniaxial <110> tensile stress can be modeled (Uchida et al., 2005).  
 

 
Fig. 5. Effects of <110> uniaxial tensile stress on the conduction band valleys of (100) silicon 
plane (a) Four in-plane valleys (1, 2, 3, 4) and two out-of-plane valleys (5,6), (b) Energy 
contours of the out-of-plane valleys (5, 6) , which is modified from (Uchida et al., 2005). Note 
that a0 is the unstrained silicon lattice constant. kx, ky and kz are the wave vectors along x 
direction, y direction and z direction , respectively. mT,// is the effective mass of valleys (5,6) 
along the stress direction ,and mT,  is the effective mass of valleys (5,6) in the direction that is 
perpendicular to the stress direction. mT is the effective mass of valleys (5,6) in the absence of 
mechanical stress. 
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For <110> p-channel MOS (PMOS) transistors that are fabricated on (100) Si substrate, the 
lowest energy valence band edge has four in-plane wings (I1, I2, I3, I4) and eight out-of-
plane wings (O1, O2, O3, O4). Fig.6, which is modified from (Wang et al., 2006), shows the 
effects of mechanical stress on the iso-energy contours of the valence band edge. In the 
absence of mechanical stress, the innermost contours are �“star�” shaped. When uniaxial 
compressive stress is applied along <110> channel direction, the innermost contours become 
oval shaped. In addition, the spacing between the contours increases for I1 and I3 wings 
while decreases for I2 and I4 wings. This indicates the hole energy lowering of I1 and I3 
wings, and the hole energy rise of I2 and I4 wings. Since holes will preferentially occupy the 
lower hole energy state, there will be a carrier repopulation from I2 and I4 wings to I1 and I3 
wings. As the channel length is along the direction of I2 and I4 wings, the hole mobility of 
<110> PMOS transistor will be improved. On the other hand, the application of uniaxial 
tensile stress along <110> channel direction leads to the opposite conclusion. The carriers 
are redistributed from I1 and I3 wings to I2 and I4 wings, leading to a hole mobility 
degradation in <110> PMOS transistor. 
 

 
Fig. 6. Iso-energy contours separated by 25 meV in (100) silicon substrate for valence band 
edge, modified from (Wang et al., 2006). (a) No mechanical stress, (b) Uniaxial compressive 
stress along <110> direction, (c) Uniaxial tensile stress along <110> direction. Note that a0 is 
the unstrained silicon lattice constant. kx and ky are the wavevectors along x direction and y 
direction, respectively. The arrow indicates the direction of the mechanical stress. 
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In addition to the simulation results of the strain-induced variation to the conduction band 
edge and the valence band edge, the change in the effective carrier mass by mechanical 
stress can also be studied by piezoresistance measurements. Device-level piezoresistance 
measurements in the channel plane can be readily done. From Table I, which is modified 
from (Chiang et al., 2007), the piezoresistance coefficient along the channel direction ( L) is 
negative for NMOS transistor and is positive for PMOS transistor. This indicates that 
uniaxial tensile stress will decrease the effective carrier mass along the channel direction 
(mx) for NMOS transistor but will increase mx for PMOS transistor. In the other words, 
<110> tensile stress will increase the electron mobility of <110> NMOS transistor while 
<110> compressive stress will increase the hole mobility of <110> PMOS transistor. Since the 
on-state current (Ion) enhancement is observed in the nanoscale transistors with the 
implementation of various strain engineering techniques (Yang et al., 2004; C-H. Chen et al., 
2004; Yang et al., 2008; Wang et al. , 2007),  the carrier velocity in the nanoscale transistor 
must be related to the low-field mobility, and thus equation (5) needs to be modified so as to 
account for the strain-induced Ion enhancement. 
Table I Device-level piezoresistance coefficients in the longitudinal direction ( L), the 
tranverse direction ( T), and the out-of-plane ( out) direction for <110> channel MOS 
transistors that are fabricated on (100) Si substrate (Chiang et al., 2007). The units are in 10-11 
m2/N. Note that �“longitudinal�” means parallel to the direction of channel length in the 
channel plane, �“transverse�” means perpendicular to the direction of channel length in the 
channel plane, and �“out-of-plane�” means in the direction of the normal to the channel plane.  
 
 

 NMOS transistor PMOS transistor 

L -49 +90 

T -16 -46 

out +87 -44 
 
However, for short channel transistors, the experimental VDsat is smaller than that predicted 
by equation (3) (Taur et al., 1993). Using the concept of velocity saturation, (Suzuki & Usuki, 
2004) proposed an equation for VDsat that can account for the disparity between the 
experimental VDS and the VDsat that is predicted by equation (3).  

 GS th,sat
Dsat

eff GS th,sat

sat
0.5 0.25

eff

V V
V

V V
v L

  (6) 

Since velocity overshoot occurs in the nanoscale transistor (Kim et al., 2008; Ruch, 1972), 
equation (6) needs to be modified. In the physics-based model for MOS transistors 
developed by (Hauser, 2005), vsat is treated as a fitting parameter that can be increased to 
2.06 107 cm/s so as to fit the experimental Ids versus VDS characteristics of the nanoscale 
NMOS transistor (L = 90 nm). Although this approach is conceptually wrong, it serves as an 
easy way to avoid detailed discussion in velocity overshoot and quasi-ballistic transport. 
Hence, the resulting equation is as follows, 
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  (7)  

where eff and vsat are functions of Leff. To avoid confusion, we introduce another parameter 
called the effective saturation velocity (vsat_eff). According to (Lau et al., 2008, b), vsat_eff is 
taken to be the average value of the carrier velocity (veff) when VGS is close to the power 
supply voltage (VDD). When uniaxial tensile stress is applied, both eff and vsat_eff of NMOS 
transistor will be increased. By replacing  vsat(Leff) in equation (7) by vsat_eff ( eff, Leff),  

 GS th,sat
Dsat

GS th,sateff eff

sat_eff eff eff eff

( )0.5 0.25
( , )

V V
V

V VL
v L L

  (8)                          

For long channel MOS transistors, the large Leff will make the third term in the denominator 
of equation (8) negligible and thus VDsat  (VGS - Vth,sat). For the short channel MOS 
transistors, the third term in the denominator of equation (8) must be considered and thus 
VDsat is expected to be smaller than (VGS - Vth,sat) . According to conventional MOS transistor 
theory (Taur & Ning, 1998, a), VDsat is given by (VGS �– Vth,sat)/m where the body effect 
coefficient (m) is typically between 1.1 and 1.4. 

3. Does velocity saturation occur in the nanoscale MOS transistor? 
For NMOS transistor, the electrons are accelerated by the lateral electric field (Elateral) and 
thus the drift velocity (vdrift) increases. For (100) Si substrate, the optical phonon energy is 
bigger than 60 meV (Sah, 1991, a). When the kinetic energy of the electron exceeds 60 meV, 
the optical phonons are generated. However, the generation rate of optical phonon is very 
large and thus only a few electrons can have energy higher than 60 meV. An equilibrium is 
reached when the rate of energy gain from Elateral is equal to the rate of energy loss to 
phonon scattering. This corresponds to the maximum vdrift that occurs at Elateral around 104 
V/cm. The maximum vdrift is known as the velocity saturation (vsat). Based on the Monte 
Carlo simulation by (Ruch, 1972), the distance over which vdrift will overshoot the electron 
vsat is less than 100 nm but this transient in velocity will only last for 0.8 ps before reaching 
its equilibrium value of 107 cm/s. According to (Mizuno, 2000), the amount of channel 
doping concentration (Nch) will determine if velocity overshoot can be observed in bulk 
MOS transistors. For NMOS transistor with L = 80 nm, velocity overshoot can occur if Nch < 
1017 cm-3. For NMOS transistor with L = 30 nm, velocity overshoot can occur even if Nch  
1018 cm-3. This can be attributed to the effective channel length (Leff), which is a function of 
both the mask gate length (L) and Nch. In fact, (Kim et al., 2008) has reported that the 
experimental findings of electron velocity overshoot in 36 nm bulk Si-based NMOS 
transistor at room temperature. Furthermore, the Monte Carlo simulation performed by 
(Miyata et al., 1993) show that electron velocity overshoot actually increases when the 
tensile stress is increased. This can account for the strain-induced Ion enhancement in the 
nanoscale NMOS transistors (Yang et al., 2004; C-H. Chen et al., 2004; Yang et al., 2008). 
Hence, it is more likely that velocity overshoot occur in the nanoscale transistor rather than 
velocity saturation. 
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Here, we will like to point out another misconception about the occurrence of velocity 
saturation in the nanoscale MOS transistors. Based on the classical concept of velocity 
saturation, the saturation Ids of the short channel MOS transistor has a linear relationship 
with VGS (see equation 5), and thus the saturation Ids versus VDS characteristics is expected to 
have constant spacing for equal VGS step (Sze & Ng, 2007). On the other hand, the saturation 
Ids of the long channel MOS transistor is controlled by pinchoff (Hofstein & Heiman, 1963). 
Based on the constant mobility assumption, equation 4 predicts that the saturation Ids of long 
channel MOS transistor has a quadratic relationship with VGS and thus the saturation Ids 
versus VDS characteristics is expected to have increasing spacing for equal VGS step (Sze & 
Ng, 2007). However, constant spacing for equal VGS step is often observed in the 
experimental Ids versus VDS characteristics of the long channel MOS transistor, as shown in 
Fig.3. This can be understood from the validity of the constant mobility assumption. 
Experimental data have shown that mobility is actually a function of VGS (Takagi et al., 
1994). From Fig.7, eff first increases with increasing VGS owing to Coulombic scattering and 
then decreases owing to phonon scattering and surface roughness scattering. To further 
investigate, we measured the Ids versus VDS characteristics and the Ids versus VGS 
characteristics of a long-channel NMOS transistor. Considering equal VGS step, we observed 
an increasing spacing for 1 V  VGS  3 V but constant spacing for 3 V  VGS  5V in the 
saturation Ids versus VDS characteristics of the NMOS transistor (see Fig.8).  Since the 
transconductance (gm) is a measure of the low-field mobility ( eff) (Schroder, 1998), the gm 
versus VGS characteristics is expected to have the same features as the mobility versus VGS 
characteristics. From Fig. 8(a), the drain current saturation of the NMOS transistor occurs at 
VDS around 3 V. With reference to Fig. 8(b), when VDS = 3 V and 0 V  VGS  3 V, gm increases 
monotonically with increasing VGS owing to Coulombic scattering. When VGS is further 
increased to beyond 3 V, surface roughness scattering will start to dominate and then gm will 
decrease with increasing VGS. Hence, for 1 V  VGS  3 V, the saturation Ids versus VDS 
characteristics has increasing spacing for equal VGS step. For 3 V  VGS  5 V, the saturation 
Ids versus VDS characteristics has constant spacing for equal VGS step. Since velocity 
saturation does not occur in long channel transistor, the constant spacing observed in the 
saturation Ids versus VDS characteristics at high VGS cannot be used as an indicator of the 
onset of velocity saturation. 
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Fig. 7. Effects of the scattering mechanisms on the eff versus VGS characteristics of MOS 
transistor. 
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Fig. 8. Constant spacing is observed in the saturation Ids versus VDS characteristics of a 
NMOS transistor (L = 10 m, W = 10 m, physical gate oxide thickness of 300 Å) for equal 
VGS step. 

Here, it is interesting to note that it is common for the saturation Ids versus VDS 
characteristics of the zinc oxide thin-film transistors to have increasing spacing for equal VGS 
step (Cheong et al., 2009; Yaglioglu et al., 2005). The mobility of these materials ( ~ 10 to 20 
cm2/V.s) is only one tenth of the mobility of silicon (~ 100 to 300 cm2/Vs). In Fig.9, which is 
modified from (Cheong et al., 2009), the drain current saturation occurs at VDS around 15 V. 
The increasing spacing observed in the saturation Ids versus VDS characteristics of the thin- 
 

 
Fig. 9. Zinc oxide thin-film transistors with L = 20 m and W = 40 m (a) Increasing spacing 
observed in the experimental Ids versus VDS characteristics of, (b) Monotonically increasing 
gm. Modified from (Cheong et al., 2009). 
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film transistor is related to the monotonically increasing gm with increasing VGS. Next, we 
will study the dependency of the saturation Ids of the thin film transistor on VGS. From Fig. 
10, if Ids and VGS have linear dependency, Vth,sat extracted by linear interpolation is around 
17.5 V. If Ids and VGS have quadratic dependency, Vth,sat extracted by extrapolating the linear 
portion of the Ids0.5 versus VGS plot is around 10 V. As seen in the Ids versus VDS 
characteristics of the thin-film transistor (see Fig.9), the transistor is in cutoff mode when VGS 

 10 V. Hence, it is more appropriate to say that Ids of thin-film transistor and VGS have 
quadratic dependency rather than linear dependency. 
 

 
Fig. 10. Relationship between Ids and VGS of the zinc oxide thin-film transistors (L = 20 m 
and W = 40 m) (a) Linear dependency (b) Quadratic dependency. Modified from (Cheong 
et al., 2009). 

4. Newer theories on the saturation drain current equations of the nanoscale 
MOS transistor 
According to (Natori, 2008), the type of carrier transport in the MOS transistor depends on 
the relative dimension between the gate length (L) and the mean free path ( ), as illustrated 
in Fig. 11. Qualitatively,  is the average distance covered by the channel carrier between the 
successive collisions. When L is much bigger than , the channel carriers will experience 
diffusive transport. When L is comparable to , the carriers undergo only a small number of 
scattering events from the source to the drain and thus the carriers will experience quasi-
ballistic transport. Ballistic transport will only occur when L < . The experimentally 
extracted  is in the range of 10 nm for the nanoscale transistor (M-J. Chen et al., 2004; Barral 
et al., 2009). Hence, the state-of-the-art MOS transistor (L  32 nm) is more likely to 
experience quasi-ballistic transport rather than ballistic transport. This section will discuss 
the main concepts of ballistic transport and then proceed to discuss about the existing quasi-
ballistic theories. The emphasis of this section is to introduce a simplified equation for the 
saturation drain current of the nanoscale MOS transistor that is able to address quasi-
ballistic transport while having electrical parameters that are obtainable from the standard 
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device measurements. Here, we will introduce two equations that can satisfy the above 
criteria (i) Based on the concept of the effective saturation velocity (vsat_eff) , which is a 
function of eff and temperature  (Lau et al. , 2008, b) and (ii) Based on the virtual source 
model (Khakifirooz et al., 2009). 
 

Case 3: L < 
Ballistic transport

Drain

Gate length, L

Case 1: L >> 
Diffusive transport

Case 2: L ~ 
Quasi-Ballistic transport

Source

Case 3: L < 
Ballistic transport

Drain

Gate length, L

Case 1: L >> 
Diffusive transport

Case 2: L ~ 
Quasi-Ballistic transport

Source

 
Fig. 11. Types of carrier transport in MOS transistors, which is modified from Fig. 1 in 
(Natori, 2008). Note that  is the mean free path of the carrier. 

4.1 Ballistic transport 
In vacuum, electrons will move under the influence of electric field according to Newton�’s 
second law of motion,  

 eF m a qE  (9)                          

where F, me, a, q and E are the resultant force acting on the electron, the electron mass, the 
acceleration of the electron, the electronic charge , and the electric field ,respectively. Under 
such a situation, if the applied electric field is constant in both magnitude and direction, the 
electrons will accelerate in the direction opposite to that of the electric field. This type of 
transport is known as the ballistic transport. In the other words, if there is no obstacle to 
scatter the electrons, the electrons will experience ballistic transport (Heiblum & Eastman, 
1987). Furthermore, (Bloch, 1928) postulated that the wave-particle duality of electron 
allows it to move without scattering in the densely packed atoms of a crystalline solid if (i) 
the crystal lattice is perfect and (ii) there is no lattice vibration. However, doping impurities 
such as boron, arsenic and phosphorus are added to the silicon crystal so as to tune the 
electrical parameters such as the threshold voltage and the off-state current (Ioff). These 
dopants will disrupt the periodic arrangement of the crystal lattice and thus results in 
collisions with the impurity ions and the crystalline defects. Moreover, the atoms in crystals 
are always in constant motion according to the Particle Theory of Matter. These thermal 
vibrations cause waves of compression and expansion to move through the crystal and thus 
scatter the electrons (Heiblum & Eastman, 1987).  Therefore, achieving ballistic transport in 
Si-based MOS transistors is only an ideal situation (Natori, 2008). 
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4.2 Quasi-ballistic transport 
Having established that thermionic emission from the source to the channel is still relevant 
in the state-of-the-art MOS transistor (L  32 nm) in Section 1, we will proceed to discuss the 
main concepts behind quasi-ballistic transport. (Lundstrom, 1997) derived an equation that 
relates the saturation Ids of the nanoscale transistor to eff as follows, 

 ox
ds GS th,sat

T eff

  1 1 
 (0 )

C WI V V

v

  (10)                          

where the random thermal velocity of the carriers (vT) does not depend VGS. The only 
variable in the vT equation is the temperature (T).   

 T T( ) 2 /  B tv v T k T m   (11)           

where the transverse electron mass of silicon (mt ) is equal to 0.19 m0  where the free electron 
mass (m0) is equal to 9.11  10-31 kg (Singh, 1993). Using equation (11), vT is approximately 
equal to 1.2  107 cm/s at temperature of 25 °C. kB is the Boltzmann constant. T is the 
absolute temperature. (0+) is defined as the average electric field within the length  where 
a kBT/q potential drop occurs, as shown in Fig.12 in (Lundstrom & Ren, 2002). Despite the 
lack of equation for (0+) (Lundstrom, 1997; Lundstrom & Ren, 2002), Lundstrom has made 
an important contribution to relate the low-field mobility ( eff) to Ion of the deep submicron 
MOS transistors, and thus his theory is able to account for the strain-induced enhancement 
in Ion (Yang et al., 2004; C-H. Chen et al., 2004; Yang et al. 2008; Wang et al., 2007).  
According to (Lundstrom, 1997), if a carrier backscatters beyond , it is likely to exit from the 
drain and is unlikely to return back to the source (see Fig. 12). For NMOS transistor,  is the 
distance between the top of the conduction band edge and the point along the channel 
where channel potential drops by kBT/q.  
 

kBT / q

Source

Drain

Channel
electron

0 x

EC

kBT / q

Source

Drain

Channel
electron

0 x

EC

 
Fig. 12. Definition of the critical length ( ) for NMOS transistor.  is defined to be the distance 
between the top of the conduction band edge and the point along the channel where channel 
potential drops by kBT/q. Beyond , the carriers are unlikely to return to the source. 
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By inspection of equations (10) and (11), a loop-hole can be found in Lundstrom�’s 1997 
theory. If equations (10) and (11) are correct, MOS transistors will function very poorly 
when the temperature is lowered from room temperature to very low temperature such as 
liquid helium temperature. However, there are numerous reports that MOS transistors and 
CMOS integrated circuits can function quite well at the liquid helium temperature (Chou et 
al., 1985; Ghibaudo & Balestra, 1997; Yoshikawa et al., 2005). Hence, there is a need to 
modify Lundstrom�’s 1997 theory. Indeed, (Lundstrom & Ren, 2002) made an attempt to 
incorporate Natori�’s 1994 theory into their theory. However, the resulting theory is very 
much not similar to equation (10) and has not been compared with real device performance.  
Based on equation (24) in (Natori, 1994), the saturation drain current of the nanoscale MOS 
transistor is as follows, 

 
3/2

ox GS th,sat
ds

t v

8 -
 

3

W C V V
I

m q M
  (12a) 

where  is the reduced Planck�’s constant. Mv is the product of the lowest valley degeneracy 
and the reciprocal of the fraction of the carrier population in the lowest energy level. For a 
NMOS transistor that is fabricated on (100) Si substrate,  the fraction of the carrier 
population at the strong inversion is around 0.8 at 77 K but it decreases to around 0.4 at 300 
K (Stern, 1972). In the other words, Mv is a function of temperature (T).  
Rearranging equation (12a) results in,   

 ox
ds GS th,sat

inj GS

   1  
( , )

C WI V V

v V T

  (12b) 

where the injection velocity (vinj ) is given by (Natori, 1994 ),  

 ox GS th,sat
inj GS

t v

8 -
( , )  

3 ( )

C V V
v V T

m q M T
  (12c) 

With reference to Fig.8 in (Natori, 1994 ), vinj increases with increasing temperature (T) and 
increasing VGS. If Natori�’s theory is true, vinj can be very high even though the temperature 
is very low. We propose that this feature of Natori�’s 1994 theory can be used to cover the 
shortcomings of Lundstrom�’s 1997 theory. However, there are some aspects of Natori�’s 1994 
theory that contradict the experimental data. From Fig. 8 in (Natori, 1994), his theory, which 
disregards the channel scattering, predicted that the saturation Ids of the nanoscale NMOS 
transistor will increase when temperature increases. However, this is contradictory to the 
experimental data. Fig. 13 shows that the experimental Ids of a NMOS transistor (L= 60 nm) 
actually decreases when temperature increases. This can be explained by the increase in 
channel scattering when temperature increases (Takagi et al., 1994; Kondo & Tanimoto, 
2001; Mazzoni et al., 1999). Moreover, equation (12b) cannot account for the strain-induced 
enhancement in Ion (Yang et al, 2004; C-H. Chen et al, 2004; Yang et al., 2008; Wang et al., 
2007). Hence, without the help of Lundstrom�’s 1997 theory, Natori�’s 1994 theory is 
contradictory to the experimental data. 



The Evolution of Theory on Drain Current Saturation Mechanism  
of MOSFETs from the Early Days to the Present Day  

 

63 

In addition, Natori�’s 1994 theory predicts that the saturation Ids of the nanoscale MOS 
transistors will follow a (VGS �– Vth,sat)3/2 relationship. Fig. 14a shows the saturation Ids2/3 
versus VGS characteristics of a NMOS transistor (L = 60 nm). The threshold voltage extracted 
by the linear extrapolation is smaller than the threshold voltage of conduction. This shows 
that the saturation Ids of the nanoscale MOS transistors does not follow a (VGS �– Vth,sat )3/2 
relationship. Fig. 14b shows the saturation Ids versus VGS characteristics of the same NMOS 
transistor. In this case, the extracted threshold voltage is close to the threshold voltage of 
conduction. Hence, the saturation Ids of nanoscale transistors is more likely to follow a (VGS �– 
Vth,sat ) relationship. 
 

 
Fig. 13. Effects of temperature on the saturation Ids versus VGS characteristics of a NMOS 
transistor (L = 60 nm, W = 5 m). 

 
Fig. 14. As opposed to Natori�’s 1994 theory, the saturation Ids of the short channel NMOS 
transistor does not follow a (VGS �– Vth,sat )3/2 relationship. 
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4.3 New equation that unifies Natori�’s 1994 theory and Lundstrom�’s 1997 theory 
We propose a simplified equation that can unify both Natori�’s 1994 theory and Lundstrom�’s 
1997 theory, as follows (Lau et al., 2008, b),  

 ox
ds GS th,sat

1 GS 1 GS

1 1
( , ) ( , )

C WI V V

v V T v V T

  (13)                          

where  

 1 GS inj GS,   ,  v V T v V T   (14)    

 2 GS eff GS,   ,   0v V T V T   (15)                          

(Lundstrom, 1997) proposed that v1 is equal to vT that is only dependent on T, as shown in 
equation (11). On the other hand, our theory proposed that v1 is a function of both VGS and 
T, and v1 can be higher than vT given by equation (11). (Natori, 1994) proposed that v1 is 
equal to vinj, which is a function of both VGS and T.  Recently, (Natori et al., 2003; Natori et 
al., 2005) simulated the vinj characteristics using the multi-subband model (MSM). In weak 
inversion, vinj is almost independent of VGS and is approximately equal to 1.2 x 107 cm/s, 
which is equal to vT. In strong inversion, vinj will increase due to carrier degeneration but is 
confined within a narrow range from 1.2 x 107 cm/s to 1.6 x 107 cm/s.  
Here, we would like to highlight that both Lundstrom�’s 1997 theory and Natori�’s 1994 
theory did not consider the series resistance (Rsd). Although the conduction band edge (Ec) 
profile in the n-channel will be the same with or without Rsd (Martinie et al., 2008), the Ec 
within S/D regions will be different when the effects of Rsd is considered.  If the effects of Rsd 

are disregarded, Ec within S/D regions will appear as a horizontal line, as illustrated in Fig. 
12. However, the presence of Rsd will cause a potential drop in the S/D regions, resulting in 
a built-in electric field within the S/D regions (see Fig. 15).  This electric field in the source 
region will accelerate the electrons. Since scattering decreases when temperature decreases 
(Takagi et al., 1994; Kondo & Tanimoto, 2001; Mazzoni et al., 1999), one would expect that 
there will be minimal scattering in the source when the temperature is very low. Hence, the 
presence of Rsd will allow the electrons to attain higher energy prior to thermionic emission 
into the channel. According to (M-J. Chen et al., 2004), the source series resistance (Rs) is 
about 75 -µm. If the drain current (Ids) is about 800 A/ m, the voltage drop due to Rs is 
about 800 A/ m x 75 -µm = 60 mV. (Note that the thermal voltage, kBT/q is 
approximately 26 meV at room temperature.) We proposed that the electrons are �“heated�” 
up by the 60 meV energy due to Rsd and thus their velocities can be significantly larger than 
1.2 x 107 cm/s (as predicted by equation 12c). Moreover, this extra energy is expected to 
increase with increasing VGS because higher VGS implies a bigger Ids. With this extra energy 
from electron heating in the Rsd region, the carriers can overcome the potential barrier at the 
liquid nitrogen temperature despite not being able to gain energy from the surrounding. 
The significance of v2 term is that it establishes a link between Ion and eff. This provides a 
better compatibility between theory and Ion enhancement in the nanoscale transistors by 
various stress engineering techniques (Yang et al., 2004; C-H. Chen et al., 2004; Yang et al., 
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2008; Wang et al., 2007). However, there is no v2 term in Natori�’s 1994 theory, as shown in 
equation (12b). Nevertheless, v2 is covered by Lundstrom�’s 1997 theory, as shown in 
equation (10). Hence, we incorporate v2 in Lundstrom�’s 1997 theory into equation (13).  
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Fig. 15. The effects of S/D series resistance on the conduction band edge of a NMOS 
transistor in the saturation operation. 
Another loop-hole in Lundstrom�’s 1997 theory is that there is no equation for (0+). From 
Fig.9 in (M-J. Chen et al., 2004), the slope of the near-source channel conduction band 
increases when VGS increases. In the other words, the electric field near the top of potential 
barrier, (0+) increases with increasing VGS. Hence, we deduce that (0+) is a function of both 
VGS and VDS such that (0+, VGS, VDS = VDD) is approximately equal to (0+, VGS , VDS  = VDsat). 
Note that VDD is the power supply voltage. This is consistent with Fig. 5 in (Fuchs et al., 
2005).  Therefore, we propose that (0+) can be expressed as follows, 

 1 Dsat

eff
(0 ) V

L
  (16a)                          

where the correction factor ( 1) is smaller than 1. Based on the conventional MOS transistor 
theory (Taur & Ning, 1998, a), VDsat is given by (VGS �– Vth,sat)/m where 1.1  m  1.4. 
Furthermore, (Suzuki & Usuki, 2004) proposed a drain current model that shows that VDsat is 
smaller than (VGS �– Vth,sat) for the short-channel MOS transistors. This shows that the 
relationship of VDsat = (VGS �– Vth,sat)/m is still reasonably correct for very short MOS 
transistors. Therefore, (0+) can also be expressed by,. 

 2 GS th,sat

eff
(0 )

V V
L

  (16b)                          

where the correction factor ( 2) is smaller than 1. The value of  2 can be estimated from the 
effective carrier velocity (veff) versus VGS characteristics and the eff versus VGS 

characteristics. Using the saturated transconductance method suggested by (Lochtefeld et 
al., 2002), veff was extracted as a function of VGS as shown in Fig.16 (a). For the contact etch 
stop layer (CESL) with a tensile stress of 1.2 GPa, sat_eff of the NMOS transistor (L = 60 nm) 
was 7.3  106 cm/s. Using the constant current method with reference current, Iref 
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=0.1 A(W/L) , the extracted Vth,sat  was about 0.3 V. Next, Leff , which is extracted using the 
method proposed by (Guo et al., 1994) , was about 0.030 m. Substituting Leff  = 3 x 10-6 cm, 
VGS = 1.2 V , Vth,sat = 0.3 V into equation (16b),  

 5
20 3 10       (in units of V/cm)       (16c)                          

Re-arranging sat_eff  = eff  (0+) ,  

 sat_eff

eff
(0 )

v
  (16d)                          

Next, eff  is extracted as a function of VGS using a method described by (Schroder, 1998).  
From Fig. 16(b), when VGS is 1.2 V, eff was about 85 cm2V-1s-1 at. Substituting sat_eff = 7.3 

106 cm/s and eff = 85 cm2V-1s-1 into equation (16d),  

 
6

sat_eff 4

eff

7.3 10(0 ) 8.588 10  V/cm
85

v
  (16e)                          

According to (Lee et al., 2009), (0+)of a PMOS transistor (L = 50 nm) is between 8 104 V/cm 
and 3 105 V/cm for various gate overdrives. By solving equations (16c) and (16e), 2 is 
around 0.29. Note that 2 is 0.5 for the conventional MOS transistor theory (Taur & Ning, 
1998, a). 
 

 
Fig. 16. Effects of uniaxial tensile stress on (a) the veff versus VGS characteristics, (b) the eff 

versus VGS characteristics of a NMOS transistor (L = 60 nm, W = 0.12 m). Note vsat_eff is the 
average value of veff when VGS is close to VDD. The uniaxial tensile stress is induced by the 
contact etch stop layer (CESL). The film stress of the two CESL split are 0.7 GPa tensile stress 
and 1.2 GPa tensile stress. 
Equation (13) is then modified by defining a new parameter called the effective carrier 
velocity ( eff). The resulting equation is as follows (Yang et al., 2007; Lau et al., 2008, a; Lau et 
al., 2008, b),  
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 ds eff eff GS ox GS th,sat( , , )I v V T WC V V   (17)                          

where veff is a function of eff, VGS and T at a constant VDS (see Fig.16a and Fig.17). 
Furthermore, veff is also related to v1 and v2, as follows,                                 

 
1

eff eff GS
1 GS 2 eff GS

1 1( , ,T)
( , ) ( , , )

v V
v V T v V T

  (18)                          

When temperature decreases, vinj decreases (Natori, 1994). Since v1 is related to vinj (see 
equation 14), v1 is expected to decrease with decreasing temperature. On the other hand, 
mobilities due to Coulombic scattering, phonon scattering and surface roughness scattering 
will increase with decreasing temperature (Takagi et al., 1994; Kondo & Tanimoto, 2001; 
Mazzoni et al., 1999). As v2 is related to eff (see equation 15), we expect v2 to increase when 
temperature decreases. Fig. 17 shows that the experimental veff increases when temperature 
decreases, and hence v2 dominates over v1. 
 

 
Fig. 17. The effect of temperature on vsat_eff . Note that vsat_eff corresponds to the average 
value of veff when VGS is close to VDD (L = 60 nm, W = 5 m, VDS = VDD = 1.2 V). 

Another evidence to illustrate the importance of v2 over v1 is through their behavior with 
VGS.  Fig.18 shows the behavior of v1, v2 , veff  with VGS.  Since v1 is related to vinj, v1 is expected 
to increase when VGS increases (Natori, 1994). On the other hand, v2 is related to eff, as 
shown in equation (15). Hence, the v2 versus VGS characteristics will tend to follow that of 
the eff versus VGS characteristics (see Fig. 7). When VGS is low, v2 is expected to increase with 
increasing VGS owing to the screening of the Coulombic scattering centres. When VGS is high, 
an increase in VGS will decrease eff owing to the surface roughness scattering. From 
equation (15), v2 is the product of eff and (0+). From equation (16b), (0+) is expected to 
increase with increasing VGS. Hence, v2 is expected to approach a constant at high VGS owing 
to the opposing effects of eff and (0+).  
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Fig. 18. A schematic diagram showing the relationship of v1, v2 and veff with VGS.  
Since eff approaches a constant when VGS close to VDD (see Fig. 16a and Fig. 17), it is more 
appropriate to replace veff in equation (17) can be replaced by sat_eff, resulting in (Yang et al., 
2007; Lau et al., 2008,a; Lau et al., 2008,b ),  

 ds sat_eff eff ox,inv GS th,sat_IV( , )I v T WC V V   (19)                          

where vsat_eff is the average value of veff when VGS is close to VDD. In Fig. 16(a), vsat_eff 
increases when tensile stress increases, and thus leads to Ion enhancement in the short 
channel NMOS transistor. This shows that equation (19) is able to account for the strain-
induced Ion enhancement by various strain engineering techniques (Yang et al., 2004; C-H. 
Chen et al., 2004; Yang et al. 2008; Wang et al., 2007). As shown in Fig.17, vsat_eff increases 
when temperature decreases, resulting in a better Ion performance at very low temperature. 
This shows that equation (19) is able to explain the Ion enhancement at liquid helium 
temperature (Chou et al., 1985; Ghibaudo & Balestra, 1997; Yoshikawa et al., 2005).  
 

 
Fig. 19. Extraction of Vth,sat_IV from the saturation Ids versus VGS characteristics of a NMOS 
transistor (L = 60 nm, W = 2 m, VDS = 1.2 V). 
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Moreover, Vth,sat  in equation (17) needs to be replaced by Vth,sat_IV. As illustrated in Fig. 19, 
Vth,sat_IV  can be extracted from the saturation Ids versus VGS characteristics. First, a best-fit 
line is performed on the saturation Ids versus VGS characteristics whenVGS is close to VDD.  
For our transistors, veff approaches a constant when 1 V  VGS  1.2 V.  Vth,sat_IV  can be found 
by the interception between the best-fit line and the VGS axis. In this example, Vth,sat_IV  was 
0.603 V. For comparison, we extracted Vth,sat  using the Constant Current (CC) method with 
the reference drain current (Iref) defined as 0.1 A(W/L). The extracted Vth,sat was 0.351 V, 
which is much smaller than Vth,sat_IV . Moreover, we also observed that Vth,sat_IV  is also bigger 
than the linear threshold voltage (Vth,lin). In Fig. 20(a), Vth,lin extracted using CC method was 
0.484 V. In Fig. 20(b), Vth,lin extracted using maximum gm method was 0.557 V. We believe 
that Vth,sat_IV  is bigger than Vth,lin and Vth,sat because it accounts for the additional VGS that is 
required to produce electrons to screen the Coulombic scattering centres, as shown in Fig. 
21. On the other hand, Vth,lin and Vth,sat indicate the onset of inversion. Furthermore, 
polysilicon depletion and quantum mechanical effects will make the gate oxide appears 
thicker, and thus Cox in equation (17) has to be replaced by Cox,inv , which is the gate oxide 
capacitance per unit area at inversion. 

4.4 Virtual source model for nanoscale transistors in saturation mode 
(Khakifirooz et al., 2009) proposed a semi-empirical model for the saturation drain current 
of the nanoscale transistor. This model is based on the location of the �“virtual source�”, 
which is the top of the conduction band profile for NMOS transistor, as shown in Fig. 22. 
Based on the �“charge-sheet approximation�”, the saturation Ids of the nanoscale transistor can 
be described by the product of the local charge density and the carrier velocity, as follows 
(Khakifirooz & Antoniadis, 2008).  

 ds ixo xoI WQ v   (20) 
 

 
Fig. 20. Extraction of Vth,lin  of a NMOS transistor in the linear operation (L = 60 nm, W = 2 

m, VDS = 0.05 V) (a) Using constant current method with Iref = 0.1 A W/L , Vth,lin = 0.484 V, 
(b) Using maximum gm method (Vth,lin = 0.582 - VDS/2 = 0.557 V). 
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Fig. 21. Vth,sat_IV includes a component to overcome the Coulombic scattering by �“screening�”.  

The virtual source charge density (Qxio) is given by (Khakifirooz et al., 2009),    

 GS ds s th,satB
xio ox

B
n 1 exp

/
V I R Vk TQ C l

q mk T q
  (21)         

where  Rs is the source series resistance. The body-effect coefficient (m) can be expressed as 
(Taur & Ning, 1998,b), 

 0 ch B

ox

/ 4
1 SiqN

m
C

  (22) 

where 0 is the permittivity of free space. Si is the dielectric constant of silicon. Nch is the 
channel doping concentration. B is the difference between the Fermi level in the channel 
region and the intrinsic Fermi level. 
The virtual source velocity (vxo) is the average velocity of the channel carriers at the potential 
barrier near the source. 

 x0
ox s

 
1 1 2

vv
C R W v

  (23) 

where  is the drain-induced-barrier lowering (DIBL) with units of V/V. The carrier velocity 
can be extracted as follows, 

 ds

ox GS th,sat

/ I Wv
C V V

  (24) 

According to (Khakifirooz et al., 2009), the above model has a reasonably good fit to the 
experimental Ids versus VGS characteristics and the experimental Ids versus VDS characteristics 
of nanoscale Si-based MOS transistors fabricated using poly-SiON gate stack as well as high-



The Evolution of Theory on Drain Current Saturation Mechanism  
of MOSFETs from the Early Days to the Present Day  

 

71 

K metal gate stack. The extracted vxo for NMOS transistor (L = 35 nm) is around 1.4 107 
cm/s. Since  vsat for electrons in silicon is 107 cm/s (Norris & Gibbons, 1967), this shows that 
velocity saturation does not occur in the nanoscale Si-based MOS transistor. 
 

VGS > Vth,sat
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x0 x0

Ec

Source

Drain

vx0

L

VGS > Vth,sat

VDVS

Rs RD

VGS > Vth,sat
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x0 x0

Ec

Source

Drain

vx0

L  
Fig. 22. Illustration of the virtual source point (x0) in a NMOS transistor. The carrier charge 
density (Qixo) and the virtual velocity (vxo) are defined at the top of the conduction band 
profile along the channel direction. Rs is the source series resistance. RD is the drain series 
resistance. 

5. Apparent velocity saturation in the nanoscale MOS transistor 
Fig. 23 shows the maximum eff versus L characteristics and the vsat_eff versus L 
characteristics of a bulk NMOS transistor. eff is extracted from the linear Ids versus VGS 
characteristics (Schroder, 1998).  veff is extracted using the saturation transconductance 
method (Lochtefeld et al., 2002). Rsd correction to veff has to be done as described by (Chou & 
Antoniadis, 1987) .  Rsd is extracted using a modified version of the method according to 
(Chern et al., 1980). Note that vsat_eff is the average value of veff when VGS is close to VDD. By 
taking the maximum eff to be independent of the gate length, vsat_eff = constant x Leff �–1, 
based on equation (16b) and equation (16d). However, the experimental vsat_eff = constant x 
Leff �–  where  is less than 1 despite the uncertainty in Rsd measurements (see Fig. 24). This 
indicates that the carrier velocity tends to saturate when L decreases (see Fig. 23b). 
Since the relationship between the carrier velocity and the low-field mobility is well-
established (Khakifirooz & Antoniadis, 2006), we can have a better understanding of the 
apparent velocity saturation in the nanoscale MOS transistors by looking at the mobility. A 
strong reduction of mobility is typically observed in the silicon-based MOS transistors when 
the gate length is scaled (Romanjek et al., 2004; Cros et al., 2006; Cassé et al., 2009; Huet et 
al., 2008; Fischetti & Laux, 2001). The reason of this degradation is still not clearly 
understood. It is first attributed to the halo implants as its contribution to the channel 
doping concentration increases with decreasing gate length (Romanjek et al., 2004). 
However, this mobility degradation is also observed in the undoped double gate MOS 
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Fig. 23. Effects of scaling on bulk NMOS transistors (W = 1 m) (a) the eff versus L 
characteristics, (b) the vsat_eff versus L characteristics. Note that vsat_eff increases with 
increasing eff . Rsd = 0 - m refers to the case where Rsd correction is not performed. 
 

 
Fig. 24. Validity of vsat_eff  = constant x Leff �–  where  is less than 1 despite the uncertainty in 
Rsd measurements. Note that log vsat_eff  = - log Leff  + log constant.  

transistors (Cros et al., 2006) and the undoped fully-depleted silicon-on-insulator (FD-SOI) 
MOS transistors (Cassé et al., 2009). This indicates that the halo implant is not the dominant 
factor involved in the degradation. Another limiting transport mechanism expected to be 
non-negligible in the short-channel MOS transistor is the presence of crystalline defects 
induced by S/D extension implants (Cros et al., 2006). Furthermore, Monte Carlo studies 
shows that ballistic transport has significant impact on the mobility degradation (Huet et al., 
2008). Another explanation is that the increase in the long-range Coulombic scattering 
interactions between the high-density electron gases in the S/D regions and the channel 
electrons for very short channel MOS transistors (Fischetti & Laux, 2001). In an attempt to 
clarify the mobility degradation mechanism, (Cassé et al., 2009) used the differential 
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magnetoresistance technique for mobility extraction to eliminate the effects of series 
resistance (Rsd) and the ballisticity introduced by L-independent resistance. However, strong 
mobility degradation is still observed in the undoped FD-SOI MOS transistors (L < 100 nm) 
at 20 K and thus the mobility degradation is likely to be caused by (i) the long-range 
Coulombic scattering interactions between the electron gases in the S/D regions and the 
channel electrons, (ii) the charged defects at the S/D regions, and (iii) the neutral defects at 
the S/D regions (Cassé et al., 2009).  The apparent saturation of carrier velocity when L 
decreases can be understood as follows. As discussed in section 4.3, the effects of v2 
dominates over the effects of v1 such as veff  v2. From equation (15), v2 is the product of eff 
and (0+). From equation (16b), (0+) increases when Leff decreases. In short, when L 
decreases, eff decreases but (0+) increases. Hence, veff is expected to approach a constant 
when L decreases. Since vsat_eff is the average value of veff when VGS is close to VDD, vsat_eff is 
expected to approach a constant when L decreases. This is probably why (Hauser, 2005) is 
able to use the velocity saturation model (see equation 5) to fit the experimental Ids versus 
VDS characteristics of the nanoscale NMOS transistor (L = 90 nm). Note that Hauser used vsat 

as a fitting parameter. In his physics-based model, vsat is taken to be 2.06 107 cm/s rather 
than 1  107 cm/s (saturation velocity of electrons in silicon at room temperature). Therefore, 
the physics behind the apparent saturation of the carrier velocity is different from that of 
velocity saturation (the rate of energy gain from the lateral electric field is equal to the rate 
of energy loss to the surroundings by phonon scattering). 

6. Drain current saturation mechanism of the nanoscale MOS transistors 
As mentioned in section 2, the two well-known mechanisms for drain current saturation in 
MOS transistors are pinch off and velocity saturation. However, we have shown that 
velocity saturation is unlikely to occur in the nanoscale MOS transistors. In addition, (Kim et 
al., 2008) reported that the experimental observation of velocity overshoot in the nanoscale 
bulk NMOS transistor (L = 36 nm) at room temperature. In section 5, we have unveiled that 
the apparent velocity saturation that occurs during scaling is caused by (i) the long-range 
Coulombic scattering interactions between the electron gases in the S/D regions and the 
channel electrons, (ii) the charged defects at the S/D regions and (iii) the neutral defects at 
the S/D regions (Cassé et al. 2009). Since velocity saturation involves the tradeoff between 
the rate of energy gain from lateral electric field and the rate of energy loss to the 
surroundings by phonon scattering, we believe that velocity saturation does not occur in the 
nanoscale transistors. Hence, it is possible that the drain current saturation mechanism in 
nanoscale MOS transistor is caused by pinch off rather than velocity saturation. In fact, 
several groups of researchers have developed compact models for the pinch-off region of 
the nanoscale MOS transistors (Navarro et al., 2005; Weidemann et al., 2007). For VDD = 1 V, 
the pinch-off point is less than 10 nm from the drain side (Navarro et al., 2005). This shows 
that the pinch-off point will always remain within the channel even though this point tends 
to shift towards the source side with increasing VDS.  
Our previous work gives the experimental evidence that the drain current saturation in the 
nanoscale NMOS transistor is caused by pinchoff (Lau et al., 2009). By simply changing the 
polarity of the drain bias (VD), it is possible to create a situation whereby pinchoff is unlikely 
to occur. As shown in Fig. 25, the normal biasing involves the application of a positive VD to 
the drain terminal of a NMOS transistor. On the other hand, the unusual biasing involves 
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the application of a negative VD to the drain terminal of a NMOS transistor. The most 
obvious implication of such biasing is the direction of the electron flow. For the normal 
biasing condition, the electrons are injected from source terminal to drain terminal. For the 
unusual biasing condition, the electrons are injected from drain terminal to source terminal. 
In the other words, the effective source terminal for the unusual biasing is actually the drain 
terminal.  To avoid confusion, we define VGS* as the potential difference between the gate 
terminal and the terminal that injects electrons into the channel.  VDS* is the potential 
difference between the source terminal and drain terminal. From equation (8), the condition 
for pinchoff to occur is as follows, 

 
*

GS th,sat*
DS

V V
V

m
  (25) 

where m is between 1.1 and 1.4 (Taur & Ning, 1998,a).  For our NMOS transistors, VDD is 1.2 
V. Under the normal biasing, VGS* is 1.2 V and VDS* is 1.2 V (see Fig. 25a). Under the unusual 
biasing, VGS* is 2.4 V and VDS* is 1.2 V (see Fig. 25b). Hence, normal biasing will be able to 
satisfy the condition for pinchoff and thus pinchoff can occur. However, the condition for 
pinchoff cannot be satisfied under the unusual biasing because VGS* is much bigger than 
VDS*. From Fig.26, the nanoscale NMOS transistor (L = 45 nm) used in our study does not 
suffer from punchthrough. Note that negative VD will forward bias the p-well-to-n+drain 
junction. To minimize the amount of forward biased p-n junction current in NMOS 
transistor under the unusual biasing, we limited the VD to be -0.4 V (see Fig. 27). As shown  
 

 
Fig. 25. Biasing conditions of the NMOS transistor (a) Under the normal biasing, a positive 
VD of 1.2 V is applied to the drain terminal. The p-well-to-n+ drain junction is reversed 
biased. (b) Under the unusual biasing condition, a negative VD of -1.2 V is applied to the 
drain terminal. The p-well-to-n+ drain junction is forward biased. 
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Fig. 26. The Ids versus VGS characteristics of the nanoscale NMOS transistor (L = 45 nm, W = 
2 m). 
 

 
Fig. 27. Selection of the unusual VD biasing condition for NMOS transistor. 

in Fig. 28, the application of VD= -0.4 V to the NMOS transistor will shift the Ids versus  
VGS characteristics towards the left. If drain current saturation mechanism is caused by 
velocity saturation, we will expect drain current saturation to occur in both normal VD 
biasing and unusual VD biasing. If drain current saturation mechanism is caused by 
pinchoff, we will expect drain current saturation to occur in the normal VD biasing but not in 
the unusual VD biasing. Fig. 29 shows that there is no obvious current saturation in the 
experimental Ids versus VDS characteristics of the NMOS transistor under the unusual 
biasing (negative VD). 
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Fig. 28. Effects of the negative VD on Ids versus VGS characteristics of NMOS transistor. 
 

 
Fig. 29. The Ids versus VDS characteristics of a bulk NMOS transistor (L = 45 nm, W = 2 m) 
(a) Normal VD biasing (positive VD), (b) Unusual VD biasing (negative VD). 
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1. Introduction    
Because of the high cut-off frequency (fT) in hundreds of gigahertz resulting from the 
aggressive reduction of physical size and the enhancement of carrier mobility, metal-oxide-
semiconductor field effect transistors (MOSFETs) become widely used in radio-frequency 
(RF) and high-speed integrated circuits (ICs). However, when working at high frequencies 
and high speed, thermal noise becomes a critical issue preventing these circuits from their 
anticipated performance. This chapter presents how thermal noise is characterized, how it is 
modeled, and what is its trend in future CMOS technology. 

2. Noise characterization 
Because the thermal noise is overwhelmed by the 1/f noise in devices at low frequencies, it 
is usually evaluated at high frequencies, at least above the 1/f corner frequency. Different 
from the low-frequency noise characterization, which can be directly conducted using a 
spectrum analyzer, thermal noise characteristics has to be evaluated by its noise factor (or 
noise figure in dB) and/or its four noise parameters, namely minimum noise factor (Fmin) or 
minimum noise figure in dB, (NFmin), equivalent noise resistance (Rn), and optimized source 
admittance (Yopt = Gopt + j·Bopt). We describe how noise factors and noise parameters are 
measured in 2.1, how to remove the parasitic effects of probe pads and metal 
interconnections in a device-under-test (DUT) in 2.2, and how to extract the noise sources of 
interest in 2.3. 

2.1 Noise measurement 
Noise parameters are commonly used parameters in the microwave noise characterization 
of a linear noisy two-port network. One of its applications is to calibrate a noise 
measurement system (Chen et al., 2007), and another example is to remove the parasitic 
effects of metal interconnections in a DUT (Chen & Deen, 2001). They are also used to 
extract the noise sources of interest in devices (Chen & Deen, 2001; Chen & Deen, 2000; 
Asgaran et al., 2007), which assist in device noise modeling (Chen & Deen, 2002; Asgaran, 
Deen & Chen, 2004; Deen et al., 2006). In this section, we present the setup of a noise 
measurement system and different algorithms to improve the measurement accuracy. 
The conventional set of noise parameters are based on Rothe and Dahlkes�’ work (Rothe & 
Dahlke, 1956). In this work, a noisy two-port network is represented by voltage or current 
sources connected to the noiseless network. Haus et al. expanded this concept and 
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developed the four well-known noise parameters �– minimum noise factor Fmin, equivalent 
noise resistance Rn, optimal source conductance Gopt (i.e., the real pat of Yopt), and optimal 
source susceptance Bopt (i.e., the imaginary part of Yopt) (Haus et al., 1960). This 
representation allows easy calculation of noise figures for a noisy two-port network. The 
intuitive, impedance-based representation of the noisy two-port network also demonstrates 
the dependence of noise factors on the source admittances attached to the input of the 
network. Since the introduction of this two-port noise representation, many measurement 
and extraction methods have been introduced (Lane, 1969; Mitama & Katoh, 1979; Vasilescu, 
Alquie & Krim, 1988; O�’Callaghan & Mondal, 1991). 
 

 
Fig. 1. System configuration for microwave noise measurements (Chen et al., 2007). 

For a commonly-used a noise measurement system (see Fig. 1), it consists of a noise source, 
a vector network analyzer, a noise figure analyzer (NFA), microwave impedance tuners, a 
low-noise amplifier (LNA), and other peripheral components (e.g., PC). This system can be 
furthered simplified using a PNA-X (with noise option) from Agilent to replace both VNA 
and NFA (Simpson, 2009). The noise source is to generate two noise outputs with different 
equivalent noise temperatures, namely hot (Th) and cold (Tc) temperatures during the noise 
measurements. The source tuner is to provide different source admittances for the receiver, 
and the load tuner is to match the output of the DUT for a maximum power transfer. The 
LNA is to boost the weak noise signal to increase the accuracy of the measured noise power. 
It also helps to reduce the noise factor of the receiver to increase the noise factor accuracy of 
the DUT, especially when Friis�’s equation (Friis, 1944) is applied to remove receiver�’s noise 
contribution. However, the gain of the LNA has to be carefully selected in order not to 
saturate the receiver in the NFA. 
For noise parameter measurements, in general, they can be divided into two different 
categories. The first category involves the forward and reverse noise measurements based 
on the concept of noise wave. It was first introduced by Penfield in 1962 (Penfield, 1962). 
Instead of representing the internal noise of the two-port network by voltage or current 
sources, Penfield�’s method uses noise waves. Such wave-based representation allows the 
use of the scattering parameters, which are widely used in the microwave frequency range. 
Unlike the conventional noise parameters, wave-based noise parameters represent the 
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intrinsic noise behavior of a noisy two-port network.  They do not necessarily depend on the 
reflection coefficient seen by the input of the two-port. Since a noisy two-port can also be 
represented by other combinations of voltage or current sources, Hillbrand and Russer 
provided a more general treatment using waves to replace these sources (Hillbrand & 
Russer, 1976). Using the wave-based noise analysis technique, Meys developed a 
measurement method to characterize a linear two-port�’s noise properties (Meys, 1978). With 
Meys�’ formulation of the wave-based noise parameters, Valk et al. developed a method to 
de-embed the two-port noise parameters from a cascaded two-port network (Valk et al., 
1988). Using different noise-wave definitions, Hecken developed a different set of noise 
parameters for noisy multi-ports (Hecken, 1981). Wedge developed a set of two-port noise 
parameters by modeling the intrinsic noise as noise waves leaving each port (Wedge & 
Rutledge, 1992; Wedge & Rutledge, 1991). From a practical point of view, the purpose of a 
set of noise parameters should help designers decide how to terminate a noisy two-port for 
optimal noise or power performance. Engen and Wait presented a set of noise parameters 
with physical meanings for the ease of this application (Engen, 1970; Wait & Engen, 1991). 
Based Wedge�’s noise parameters and using a similar approach to Engen�’s work, Randa 
presented a method in which the available noise temperature for the input port of the device 
can be also obtained (Randa & Walker, 2007; Randa, 2002). A reverse measurement is still 
necessary, but this more generalized approach removes the assumption that the reverse 
available power gain of the two-port is negligible (Chen, Wang & Bakr, 2008). The major 
issue stopping the wave-based approach from the on-wafer noise measurements in practice 
is the requirement of the reverse measurements. 
In the second category, however, only the forward measurements are conducted to obtain 
the noise powers (or noise factors) at different source admittances/impedances. Under this 
catagory, there are two approaches to obtain these crucial noise parameters. In the first 
approach, four (or more) noise factors are obtained first using the Y-factor method (Agilent 
Application Note 57-1). The four noise parameters are then calculated by solving the 
linearized noise factor equations with algorithms or methods to take care of the 
experimental errors in the noise factors and the source admittances (IRE Subcommittee 7.9 
on Noise, 1963; Lange, 1967; Lane, 1969; Gupta, 1970; Caruso & Sannino, 1978; Mitama & 
Katoh, 1979; Sannino, 1979; Pospieszalski, 1986; Vasilescu, Alquie & Krim, 1988; Davidson et 
al., 1989; O�’Callaghan & Mondal, 1991; Archer & Batchelor, 1992; Boudiaf & Laporte, 1993; 
Tiemeijer et al., 2005; Wiatr & Walker, 2005). The second approach, on the other hand, 
directly solves the noise parameters using the power equation (Adamian & Uhlir, 1973; Tutt, 
1994). This method leads to the so-called �“cold-only�” method in which the noise power in 
the hot state is only measured during the system calibration, but not in the measurement of 
the DUT (Adamian & Uhlir, 1973; Tutt, 1994; Meierer & Tsironis, 1995; Kantanen et al., 
2003). Recently, two methods to improve the measurement accuracy by taking care of the 
impedance difference between the hot and cold states are presented by Kantanen (Kantanen 
et al., 2003) for Y-factor based approach and by Chen (Chen et al., 2007) for power equation 
based approach, respectively. 

2.2 Noise parameter de-embedding 
Because the physical size of devices is small, probe pads and interconnections are usually 
designed to access devices when performing noise measurements. With the continuous 
downscaling of the device dimensions, the impact of the surrounding parasitics on the 
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device characteristics has steadily gained importance in the a.c. and noise measurements of 
a DUT, which includes a transistor, probe pads, and metal interconnections between the 
probe pads and the transistor. Since the probe pads and interconnections introduce 
additional parasitics including resistances, inductances, and capacitances, de-embedding 
procedures for both measured scattering and noise parameters must be performed prior to 
analyzing the performance of an intrinsic transistor to isolate the intrinsic performance from 
that due to extrinsic parasitic effects for on-wafer measurements. 
In 1987, van Wijnen et al. presented a method to remove the capacitive parasitics of probe 
pads from the on-wafer s-parameter measurements by measuring an additional �“OPEN�” 
dummy structure (van Wijnen, Claessen & Wolsheimer, 1987). In 1991, Koolen et al. 
improved the de-embedding procedure with the consideration of the influence of the 
interconnections by measuring another �“SHORT�” dummy structure (Koolen, Geelen & 
Versleijen, 1991). Lee et al., in 1994, modified the �“SHORT�’ structure and the de-embedding 
method presented by Koolen et al. so as to extract the parasitic inductances of the 
interconnections (Lee, Ryum & Kang, 1994). In 2000, Kolding presented a procedure to 
predict the series losses and coupling parasitics (Kolding, 2000). In these de-embedding 
methods, in general, a parallel-series configuration which assumes that the impedance of 
interconnections is in series with the transistor, and the admittance of probe pads is in 
parallel with the interconnections and the transistor is used to model the DUT. 
In the parallel-series configurations, it is assumed that the capacitive effect of 
interconnections is negligible, and the inductive and resistive effects are dominant at the 
frequencies of interest. However, this might not be true for the designs with long 
interconnections or at operating frequencies at several tens of GHz, where the distributive 
effects of the interconnections become important. Therefore, the interconnections cannot be 
modeled as an inductor in series with a resistor, and the DUT has to be modeled as probe 
pads, interconnections, and the transistor connected in a cascade configuration. The de-
embedding procedure presented by Biber in 1998 (Biber et al., 1998) is based on cascade 
configurations, but it still neglects the capacitive effect of the interconnections. In addition, it 
requires specific equivalent circuit models for both probe pads and the interconnections. In 
2002, Chen and Deen presented a general de-embedding procedure based on the cascade 
configurations without the requirement of any equivalent circuit models for probe pads and 
interconnections (Chen & Deen, 2001). Cho et al. improved Chen and Deens�’ method by 
presenting a scalable noise de-embedding technique for the characterization of devices in 
various sizes without designing their corresponding dummy structures (Cho et al., 2005). 
This can save a lot of wafer space in designing microwave test structures. 

2.3 Noise source extraction 
Behavior of physical noise sources in MOSFETs, namely channel thermal noise, induced 
gate noise, and their correlation, is needed when we develop any physics-based compact 
noise model. Obtaining the spectral densities of these noise sources of interest as a function 
of frequency, bias condition, and device geometry directly from the intrinsic noise and s-
parameters is the key step in the noise modeling. The extracted noise spectral densities of 
these desired noise sources can provide important insights on the noise characteristics of 
devices and serve as a useful guide for noise modeling. There are several methods for the 
noise source extraction (Chen & Deen, 2000; Knoblinger, Klein & Baumann, 2000; Chen et 
al., 2001; Knoblinger, 2001). Both methods by Chen (Chen & Deen, 2000) and Knoblinger 
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(Knoblinger, Klein & Baumann, 2000) published in year 2000 only extract the channel noise. 
In 2001, both of them presented new methods to extract channel noise, induced gate noise, 
and their correlation (Chen et al., 2001; Knoblinger, 2001). Fig. 2 shows the extracted channel 
noise, induced gate noise, correlation noise, and cross-correlation coefficient as a function of 
frequencies for devices with different channel lengths (Chen et al., 2001). It is observed that 
the channel noise is about frequency independent, the induced gate noise and the 
correlation term are proportional to f2 and f, respectively, where f is the operating frequency 
(solid lines in the figures). In addition, when the channel length decreases, both induced 
gate noise and its correlation with the channel thermal noise also decrease because of the 
reduction of the gate-to-source capacitance. 
 

 

 
Fig. 2. Extracted channel noise, induced gate noise, correlation noise, and cross-correlation 
coefficient as a function of frequencies for devices with different channel lengths (Chen et 
al., 2001). 

According to Chen and Deens�’ analytical equation (Chen & Deen, 2000), it is shown that 
among these noise parameters - NFmin, Rn, and opt, only the equivalent noise resistance Rn 
extrapolated at low frequencies provides a direct insight for the channel noise. Therefore, 
any proposed channel noise model should compare the calculated and measured Rn versus 
frequency characteristics. It is not sufficient to verify the channel noise model by just 
comparing the NFmin only, which is affected by the induced gate noise as well. Fig. 3 shows 
the measured (symbols) and calculated (lines) NFmin and rn (Rn normalized to 50 ) versus 
frequency characteristics for an n-type MOSFET with L = 0.97 m and W = 10 × 6 m (ten 6 
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m fingers connected in parallel) biased at VDS = 1.0 V and VGS = 1.2 V using different 
combination of these noise sources. It is shown that the induced gate noise has strong 
impact on the NFmin, especially for long channel devices, but little influence on rn. In 
addition, it seems that the correlation noise has little impact on NFmin and rn.  
¶ 

 
Fig. 3. Impacts of noise sources on NFmin and rn (Rn normalized to 50 ). 

Another example to illustrate this idea is shown in Fig. 4. The solid lines are obtained using 
the extracted channel noise, induced gate noise and their correlation, and the dashed lines 
are obtained by replacing the extracted channel thermal noise with the thermal noise models 
commonly used by analog IC designers (i.e., 8kTgdo/3 and 8kTgm/3). It is shown that 
although the conventional channel noise models agree well with the measured NFmin, they 
predict lower rn. 
 

 
Fig. 4. Verification of channel thermal noise based on NFmin and rn (Rn normalized to 50 ). 

3. Noise modeling 
Physics-based noise models for channel thermal noise, induced gate noise, and their 
correlation are important when examining experimental results. It also provides circuit 
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designers some guidelines in designing low-power, low-noise ICs. This section presents 
thermal noise modeling in 3.1 and how they can be implemented into commercial circuit 
simulators in 3.2. 

3.1 Thermal noise modeling 
Due to the enhancement in CMOS technology, new noise phenomena emerge.  This section 
discusses the impacts of channel length modulation effects, hot carrier effects, and velocity 
saturation effects down to 65 nm technology node. 
Starting from van der Ziel, Jordan, and Jordans�’ pioneering work back to 1962 and 1965 (van 
der Ziel, 1962; Jordan & Jordan, 1965), the modeling of the channel thermal noise in field-
effect transistors has been continuous since then. In 1967, Klaassen and Prins derived an 
equation to calculate the power spectral density of the channel thermal noise as (Klaassen & 
Prins, 1967) 

 2 2 20

4 4( ( )) ( )eff deff

d seff

L V

i V
eff D eff

kT kTS g V x dx g V dV
L I L

 (1) 

where k is Boltzmann�’s constant, T is the lattice temperature, Leff is the effective channel length, 
g(V(x)) is the channel conductance at the position x, and ID is the d.c. drain current. Here Vseff 
and Vdeff are the effective source and drain voltages, respectively. In order to treat a MOSFET 
as a resister-like element, van der Ziel presented a simpler equation as (van der Ziel, 1970) 

 2 4
d doi

S kTg  (2) 

where gdo is the output conductance at VDS = 0, and the value of  is 1 and 2/3 in the triode 
and saturation regions, respectively. The parameter  in (2) is widely used later in the 
literature to demonstrate the enhanced channel noise in short-channel transistors. Another 
frequently used equation for the channel thermal noise proposed by Tsividis was given by 
(Tsividis, 1987) 

 2 2

4 | |
d eff invi

eff

kTS Q
L

 (3) 

where eff is the effective mobility and Qinv is the total inversion layer charge. These models, 
(1) to (3) are considered as the conventional models which worked well for long-channel 
transistors. In 1986, Adibi reported that the  value of a 0.7 m transistor is higher than 2/3 
when working in the saturation region (Abidi, 1986). Different theories were then proposed 
to discover the origin of the enhanced channel thermal noise. 

 Chen and Deens�’ model 

Before Chen and Deen proposed their model in 2002 (Chen & Deen, 2002), all of the theories 
(Triantis, Birbas & Kondis, 1996; Klein, 1999; Scholten et al., 1999; Jin, Chan & Lau, 2000; 
Park & Park, 2000; Knoblinger, Klein & Tiebout, 2001) attributed the enhanced channel 
thermal noise to the hot carrier effect, following the similar arguments for the excess noise in 
field-effect transistors (Klassen, 1970; Baechtold, 1971; Takagi & Matsumoto, 1977; Jindal, 
1986). Chen and Deen, however, considered the channel length modulation (CLM) effect 
and proposed the spectral density of the channel noise as (Chen & Deen, 2002) 
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where Ecrit is the critical electrical field, Qinv is the total inversion charge in the gradual 
channel region, and Lelec is the electrical channel length of the device (Lelec = Leff  L, where 

L is the channel length of the velocity saturated region). The second term in (4) is used to 
account for the carrier heating effect. However, in the experimental verification (see Fig. 5), 
very good agreements with measured data are achieved without including the hot carrier 
effect (i.e.,  = 0) (Chen & Deen, 2002). Based on this observation, it was argued that no 
carrier heating is needed to model the channel thermal noise, and that the lattice 
temperature should be used for the temperature T in (4). In addition, the noise generated 
from the velocity saturated region in the channel, measured at the drain terminal, is 
assumed to be negligible. 
 

 
 

Fig. 5. Extracted (symbols) and calculated (lines) spectral densities of the channel thermal 
noise of n-type MOSFETs in a 0.18 m COMS technology (Chen & Deen, 2002). 

 Paasschens, Scholten & van Langeveldes�’ model 

As indicated by Paasschens et al. (Paasschens, Scholten & van Langevelde, 2005), the 
limitation in (1) is that it cannot be applied to those devices whose channel conductance is a 
function of both position and voltage, i.e., g = g(x, V) like LDMOS. In this case, Paasschens et 
al. separated the position and voltage dependence for the channel conductance as 

 ( )( , )
( )

h Vg x V
r x

.  (5) 

Then, the channel thermal noise can be obtained by 
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Fig. 6 shows the normalized channel thermal noise for a ring-MOSFET biased at VDS = VGS �– 
VTH = 1 V. Both conventional Klaassen-Prins equation in (1) (i.e., g = g(V)) and thermal noise 
equation for resisters (i.e., g = g(x)) predict wrong results in the case of ring-MOSFETs. 
 

 
Fig. 6. Normalized channel thermal noise for a ring-MOSFET based on the classical 
Klaassen-Prins equation (dashed), the thermal noise equation for resistors (dotted), and the 
modified Klaassen-Prins equation (solid) (Paasschens, Scholten & van Langevelde, 2005). 

For the velocity saturation effect due to the lateral electrical field, Paasschens et al. proposed 
a modified Klaassen-Prins equation as (Paasschens, Scholten & van Langevelde, 2005) 

 2
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with go and gc defined in Paasschens et al.�’s paper. Here p is the parameter to include the 
velocity saturation effect. Fig. 7 shows the calculated channel thermal noise with and 
without the velocity saturation effect. We can see that the velocity saturation effect reduces 
the channel thermal noise appeared at the drain terminal of the transistor. 
 

 
Fig. 7. Calculated channel thermal noise with and without the velocity saturation effect 
(Paasschens, Scholten & van Langevelde, 2005). 
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 Roy and Enzs�’ model 

The carrier heating and mobility degradation are the two major concerns after Chen and 
Deens�’ model. Roy and Enz proposed a model for the channel noise as (Roy & Enz, 2005) 
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Tc and Tl are the carrier and the lattice temperatures, respectively, E is the lateral electrical 
field in the gradual channel region, Weff is the effective channel width, o is the mobility 
without the velocity degradation result from E. Roy and Enz reported in their paper that the 
carrier heating and mobility reduction have an opposite effect on the power spectral density 
of the channel thermal noise. The mobility reduction decreases it, whereas the carrier 
heating enhances it. They believed that as Chen and Deens�’ model does not consider the 
carrier heating, the effect of mobility reduction gets largely compensated. They also believed 
that this is why Scholten et al. (Scholten et al., 2003) were able to match the experimental 
result without considering carrier heating. Jeon et al. also reported that the hot-carrier effect 
should be taken into account when modeling their 0.13 m transistors (Jeon et al., 2007). On 
the contrary, Schenk et al. used device simulators to calculate the hot-electron effect for 0.25 

m transistors and concluded that the hot-electron effect on the channel thermal noise is not 
important under the normal operation conditions (Schenk et al., 2003). Fig. 8 shows the 
calculated  value as a function of gate bias for models proposed by Chen (Chen & Deen, 
2002), Han (Han, Shin & Lee, 2004), and Roy (Roy & Enz, 2005), respectively. 
 

 
Fig. 8. Simulated values versus normalized vgs bias for different models (Roy & Enz, 2005). 
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For the range of  values, Fig. 9 shows the measured  values from different technologies 
published in the literature (Dronavalli & Jindal, 2006). In general, the majority of the 
published  values vary between 2/3 and 3 for channel length down to 120 nm. 
 

 
Fig. 9. Measured  values for different technologies reported in the literature (Dronavalli & 
Jindal, 2006).  

For the state-of-the-art 65 nm CMOS technology, Fig. 10 shows the measured (symbols) and 
simulated (lines)  values for transistors fabricated by United Microelectronics Corporation 
(UMC) with W = 32×4 m, and L = 60 nm, 80 nm, 120 nm, and 180 nm, respectively biased 
at VDS = 1.2 V (Chen et al., 2008). We can see that the  value could be as high as 4 for the 65 
nm CMOS technology now. 
 

 
Fig. 10. Measured (symbols) and simulated (lines)  values versus VGS characteristics for 
transistors with W = 32×4 m, and L = 60 nm, 80 nm, 120 nm, and 180 nm, respectively 
biased at VDS = 1.2 V (Chen et al., 2008).  
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3.2 Thermal noise implementation 
Any physics-based noise model has to be implemented into the circuit simulators before 
they can be used by IC designers. This is usually done through the software vendor or 
model developers, which might take long time to accomplish. Assuming that the noise 
spectral densities of channel thermal noise and induced gate noise are obtained from either 
theoretical calculation based on any noise model mentioned in previous sections or 
experimental results, Chen et al. provided a simple method to implement the enhanced 
channel noise and the induced gate noise for RF IC applications using a subcircuit approach 
(Chen, Li & Cheng, 2004). This approach is general and can work with any compact model 
(e.g., BSIM, MOS 11 or EKV model) and circuit simulator (e.g., SpectreRF or ELDO). Fig. 11 
shows an equivalent circuit to demonstrate the implementation method. Because most of the 
circuit simulators cannot handle correlated noise sources, the correlation noise is not 
implemented at this point. 

 Enhanced channel thermal noise 

The enhanced channel thermal noise ide shown in Fig. 11 is implemented using a Current 
Controlled Current Source (CCCS), and its value is determined by the noise current 
generated by the reference resistance Rde as shown in Fig. 12(a). Its resistance value is 
determined by (Chen, Li & Cheng, 2004) 

 
2 2

4
de

d dcom

kTR
i i

,  (10) 

where k is Boltzmann�’s constant, T is the absolute temperature, and 2
dcomi  is the channel 

thermal noise generated by the compact model. 

 Induced gate noise 

The induced gate noise can be naturally generated by using the segmentation method as 
presented in Scholten�’s paper (Scholten et al., 2003). However, the disadvantage of this 
approach is that it increases the number of transistors and therefore the simulation 
complexity, especially for the distortion analysis. In Chen�’s paper, the induced gate noise ig 
shown in Fig. 11 is implemented by using another Current Controlled Current Source 
(CCCS), whose power spectral density is generated by the noise reference circuit shown in 
Fig. 12(b) with Cind and Rind selected by (Chen, Li & Cheng, 2004) 
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where fmax is the maximum frequency up to which the simulation will be valid, and Pind 
represents the coefficient in the induced gate noise vs. frequency characteristics, i.e., 
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Fig. 11. Noise equivalent circuit of a MOSFET including parasitic resistance (RD, RG, and RS), 
substrate network (DD, DS, RDB, RSB, and RDSB), enhanced channel noise (ide), and induced 
gate noise (ig) for RF IC applications (Chen, Li & Cheng, 2004).  
 

 
Fig. 12. Noise reference circuits to generate the noise currents for (a) the enhanced channel 
noise ide and (b) the induced gate noise ig shown in Fig. 11 (Chen, Li & Cheng, 2004). 

4. Future work 
As presented in the paper, all of the recent channel noise models focus on the noise from the 
gradual channel region, and how to characterize the noise contribution from the velocity 
saturation region in the nanometer MOSFETs is an area for future research. On the other 
hand, the design of integrated circuits with low power consumption is the trend for future 
circuit designs. In some cases, transistors might work in the moderate or weak inversion 
region. Therefore, the channel noise models for transistors working in these regions will 
become important for low-power applications. Finally, the scaling issues and the 
temperature characteristics of the active noise sources in the transistor are other research 
areas for future studies. 
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1. Introduction  
With relentless scaling of CMOS technology, circuit timing uncertainty due to temporal 
degradation and static process variations poses a dramatic challenge to IC design 
(International Technology Roadmap for Semiconductors, 2008; Reddy et al., 2002; Nassif, 2001; 
Lin et al., 1998). The deterioration of circuit performance over time, i.e., aging, is usually 
caused by several physical mechanisms such as channel-hot-carrier (CHC), negative-bias-
temperature-instability (NBTI), and time-dependent-dielectric-breakdown (TDDB) 
(Schroder & Babcock, 2003; Alam & Mahapatra, 2005; Wang et al., 2007; Vattikonda et al., 
2006; Ogawa et al., 2003). Among these effects, NBTI is the leading mechanism that is 
responsible for the majority part of circuit aging (Kimizuka et al., 1999; Wang et al., 2007). In 
(Wang et al., 2007), the authors show that for 65nm technology, CHC degradation is much 
smaller than NBTI degradation, almost one order lower in the degradation magnitude. 
NBTI primarily increases the threshold voltage (Vth) of PMOS devices. Such parameters shift 
significantly affects circuit lifetime and performance (e.g., power, speed and failure rate), 
and in the worst case, may even result in a complete parametric failure of a system (Borkar, 
2006; Alam & Mahapatra, 2005; Wang et al., 2007; Vattikonda et al., 2006; Bhardwaj et al., 
2006; Kumar et al., 2006; Paul et al., 2006). To cope with this threat and guarantee circuit 
lifetime, it is critical to include NBTI into circuit analysis and adaptively develop design 
techniques to effectively mitigate its negative impact on performance. 
For a VLSI design, an accurate prediction of circuit performance degradation under NBTI 
remains as a tremendous challenge. As shown in (Wang et al., 2007), NBTI has a strong 
dependence on dynamic operation conditions, such as supply voltage (Vdd), temperature (T) 
and input signal probability ( s). Usually these parameters are not spatially or temporally 
uniform, but vary significantly from gate to gate and from time to time. Similar to the burn-
in process, we may use high voltage and high temperature to guardband the worst case 
condition. However, the search for the worst case s is computationally inhibitive due to the 
extremely large space of signal probabilities for each input node. A practical method is 
proposed to predict the upper bound of each gate under all possible input ss (Agarwal et 
al., 2008). 
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Besides these uncertainties, static process variation poses another challenge that leads to the 
variance of circuit aging. Fig. 1 illustrates an example that shows the statistical measurement 
of switching frequency and the leakage (IDDQ) of ring oscillators (ROs) before the reliability 
test. In this 65nm technology, more than 3X and 25% variability are observed in circuit 
leakage and the speed, respectively. These variabilities are attributed to statistical 
distributions of device parameters that are caused by the manufacturing process (Nassif, 
2001). Examples include dopant concentration, channel length (L), oxide thickness (tox), etc. 
Their impact on device and circuit performance is usually investigated through a reduced set 
of device parameters �– Vth is the most important one among them, as the interface between 
process and electrical studies. In (Liu et al., 2007), we have identified that the leading variation 
sources are L, Vth and carrier mobility ( ). By including the extracted variations of these three 
sources in the nominal model file, we are able to accurately predict the change of IV 
characteristics in all regions. Other variations, such as that in tox, are included into these 
variations (e.g., Vth is a function of tox) and indirectly affect device performance. 
 

 
Fig. 1. Measured RO leakage and frequency variations before the stress. 
Since NBTI effect has an exponential dependence of Vth (Wang et al., 2007; Alam & 
Mahapatra, 2005; Wang et al., 2007), circuit aging strongly interacts with process variations, 
significantly shifting both the mean and the variance of the circuit performance. By focusing 
on this primary variation source �– Vth, we are therefore able to gain key insights and project 
the first-order trend. Other secondary process sources are neglected in this work. With the 
availability of more detailed data in the future, we will incorporate more sources. Fig. 2 
shows the measured speed degradation from the same set of ROs as those in Fig. 1. Circuit 
performance and its variability not only depend on static process variations, but also change 
over the period of dynamic operation because of the effect of circuit aging (Schroder & 
Babcock, 2003; Wang et al., 2007). Therefore, accurate prediction of circuit performance 
distribution during its life time should consider the impact of static variations, primary 
reliability mechanisms, and more importantly, their interactions. This prediction is essential 
for designers to safely guardband the circuit for a sufficient life time. Otherwise, we have to 
either use an overly pessimistic bound, or resort to expensive stress tests in order to collect 
enough statistical information. 
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Fig. 2. Measured frequency degradation of a 11-stage ring oscillator under different stress 
conditions (four selected samples each condition). 

A few works have been published in the literature to estimate the statistical variations in 
temporal NBTI degradation (Rauch, 2002; 2007; Rosa et al., 2006; Kang et al., 2007). Their 
assumption is the number of broken bonds in the channel is a Poisson random variable, and 
correspondingly Vth follows the Poisson distribution. With technology scaling, additional Vth 
variations, such as random dopant fluctuation and short channel effects, need to be 
considered. The measurement data show that the distribution of Vth variations follows the 
Gaussian distribution (Liu et al., 2007). In addition, the correlations between process 
variation and NBTI are ignored in previous work. In this work, we begin with the 
assumption that process variation induced Vth change is Gaussian random variable. We 
leverage compact models of transistor degradation and circuit performance to achieve 
accurate and efficient reliability prediction. Dynamic NBTI effect is incorporated into the 
analytical framework to account for the aging of circuit speed and the leakage (Schroder & 
Babcock, 2003; Wang et al., 2007). Based on our initial observation with the available data, 
the specific contributions and conclusions of this work include: 
 A statistical predictive methodology of circuit aging is proposed. In this analytical 

approach, only five model parameters need to be extracted from fresh data (i.e., before 
the stress). With the initial information of the transistor and circuit topology, these 
models provide accurate prediction of circuit performance degradation and the 
variability. 

 The degradation rate of circuit speed and its standard deviation follows a power law of 
1/6. While the mean of circuit timing goes up with the stress time, the variance actually 
declines due to the interaction between NBTI effect and process variations. The 
degradation rate of both values is independent on the amount and the type of 
variations in the circuit. 

 The mean and the standard deviation of logarithmic IDDQ reduce with the stress time 
as t1/6, with the variance more sensitive to global variations. 

 A hierarchical statistical aging analysis methodology is proposed to efficiently predict 
circuit aging under both process variations and operation uncertainties. 
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The outline of the paper is as follows: In Section 2, the statistical modeling for both transistor 
and circuit performance degradation is described, and the proposed models are 
comprehensively verified with silicon data from industrial 65nm technology, as well as 
SPICE simulation results. Section 3 presents a hierarchical statistical aging analysis 
methodology for circuit performance prediction. Finally Section 4 concludes this work. 

2. Statistical modeling of circuit aging 
NBTI is the dominant effect of circuit aging in advanced CMOS technology (Schroder & 
Babcock, 2003; Kimizuka et al., 1999). We propose a hierarchical solution to bridge the 
underlying device physics with efficient circuit analysis. Based on the reaction-diffusion 
mechanism, we developed the model of Vth shift under NBTI effect. In the presence of 
process variations and aging, using Gradual Change Approximation (GCA), this model is 
further expanded as a linear function of Vth shift to efficiently predict the performance 
degradation. 
To characterize the change of circuit performance under the stress, the Alpha-power law based 
delay model and the leakage model are calibrated for a given gate. Under the condition that 
the amount of NBTI-induced Vth shift is much smaller than the nominal value of Vth, both 
models are simplified to extract the dependence of circuit performance to Vth change. 
Finally, the gate-level models are integrated into various circuit paths to analytically predict 
the aging of path timing and the leakage. Both the mean value and the variance of these 
important metrics are derived as a function of static performance variability, the nominal 
sensitivity of circuit performance, and other operation conditions, such as supply voltage 
and temperature. 

2.1 Gradual change approximation 
NBTI manifests itself in a gradual increase in the magnitude of PMOS threshold voltage, 
resulting in the degradation of circuit performance over time. A set of publications have 
shown that NBTI is only pronounced in a long term, i.e., the performance degradation of 
transistors and circuits is a gradual aging process (Kumar et al., 2006; Wang et al., 2007). 

Vth in different devices due to variation and NBTI is still a relative small portion compared 
to the nominal Vth value. Thus, when we derive the statistical degradation model, the first 
order Taylor expansion (i.e., linear expression) is applicable to transistor and circuit metrics, 
such as Equations (1) and (2), as well as gate delay and leakage analysis. This is the Gradual 
Change Approximation (GCA), which can be applied to simplify the following model 
derivations. 

 
(1) 

 
(2) 

2.2 Transistor degradation model 
NBTI occurs when a negative gate bias is applied to the PMOS devices and it has two 
phases: stress and recovery (Alam & Mahapatra, 2005; Wang et al., 2007). In stress phase, the 



Statistical Prediction of Circuit Aging under Process Variations  

 

105 

holes in the channel weaken the Si-H bonds, which results in the generation of the positive 
interface charges and hydrogen species. During recovery phase, the interface traps are 
annealed by the hydrogen species and thus, Vth degradation ( Vth�–nbti) is partially recovered. 
Two main theories are proposed to interpret NBTI degradation: Reaction-Diffusion (RD) 
(Alam & Mahapatra, 2005; Alam et al., 2007; Krishnan et al., 2005) and hole Trapping/ 
Detrapping (T/DT) (Shen et al., 2006; Parthasarathy et al., 2006; Huard et al., 2006). R-D 
model naturally explains the long-term power law time exponent of NBTI (n ~1/6) (Alam et 
al., 2007; Wang et al., 2007; Bhardwaj et al., 2006). However, the experimental data obtained 
by using on-the-fly (OTF) measurement (Parthasarathy et al., 2006; Rangan et al., 2003), or 
ultra-fast (UF) measurement (Reisinger et al., 2006) show that the power law dependence 
with a time exponent of n > 1/6. R-D model cannot explain well the fast transient in the 
beginning of recovery of NBTI. Thus, we introduce an experimental term to capture the 
behavior of the fast response in recovery (Bhardwaj et al., 2006; Wang et al., 2007), and the 
long-term Vth�–nbti is given by, 

 
(3) 

 
(4) 

 
(5) 

where Tclk, s, and n are clock period, input signal probability, and time exponential constant 
(1/6), respectively. K, 1, 2 and E0 are fitting parameters. Kv describes the dependence of the 
bias voltage, T, tox and other technology parameters associated with NBTI degradation 
(Bhardwaj et al., 2006; Wang et al., 2007). For more details about the meaning and value of 
the parameters, please refer to (Bhardwaj et al., 2006; Wang et al., 2007). The dependence of 
NBTI effect on Vth (which is a parameter lumping many process details) is still under the 
debate. For instance, reference (Alam & Mahapatra, 2005) has discussed several possibilities. 
A general observation is that NBTI is strongly affected by the electric field. Under the stress 
condition, this field is proportional to (Vgs �– Vt)/tox, which leads to our model. By so far, this 
model matches data from 180nm down to 45nm, making it a generic model to describe NBTI 
effect in technology scaling. We are further collecting data from multi-Vth technology at the 
same technology node, with the target to verify it with more process details. Fig. 3 verifies 
this model with one set of experimental data under different stress conditions. Besides this 
long term prediction model, both static and real time dynamic models are also available in 
(Bhardwaj et al., 2006; Wang et al., 2007). The models well capture NBTI recovery effect 
(Agarwal et al., 2008). 
This model assumes nominal degradation without considering the statistical process 
variations. If there are global and local process variations, Vth in Equation (5) should be 
expressed as: 

 (6) 

where Vth0 is the nominal threshold voltage, Vth�–g and Vth�–l represent the change of 
threshold voltage due to global and local variations, respectively. Equation (6) shows that 
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Fig. 3. Threshold voltage degradation under different stress conditions. 

positive variation results in Vth increase, which correspondingly leads to smaller Vth 

degradation (according to Equations (3) and (5)), while negative variation results in larger 
Vth degradation. Fig. 4 shows Vth degradation over time for three different transistors. Due to 
process variations, Device 1 starts with a larger Vth and Device 3 starts with a smaller Vth. 
Substitute their fresh Vth to Equations (3) - (5), Vth for these three devices is shown as Fig. 4. 
At the beginning, the difference in Vth degradation between Device 1 and Device 3 is 20.97%. 
With the increase of stress time, the difference becomes smaller and smaller. After 105s 
stress, it decreases to 15.57%. Such a compensation between process variations and aging is 
well captured by our model. 
 

 
Fig. 4. Threshold voltage degradation over time for different devices 

Since the degradation rate of different circuit paths is pronouncedly different due to 
different switching activities and circuit topologies (Wang et al., 2007), in (Agarwal et al., 
2008), we introduce a Maximum Dynamic Stress (MDS) simulation technique with s 
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approaching to 1, which gives a simple and realistic estimation of the upper limit of gate 
delay degradation under dynamic NBTI. By using GCA and MDS described in (Agarwal et 
al., 2008), the long term prediction model is further simplified as a variation dependent 
model, i.e., 

 (7) 

where the value of A depends on both technology parameters and operating conditions; Sv is 
the nominal sensitivity of NBTI degradation to Vth shift. In this work, A = 2.5 × 10�–3V/s1/6 
and Sv = 7V�–1. Fig. 5 validates this simplified model (Equation (7)) with the long term 
predictive model (Equations (3) - (5)) under different process variations. Within ±30mV, it 
provides accurate prediction of Vth degradation. 
 

 
Fig. 5. Verification of process variation dependent NBTI model. 

Besides Vth change, carrier mobility also degrades with increasing stress time (Wang et al., 
2007). According to the universal effective mobility model, the dominant components of 
carrier scattering are phonon scattering, surface roughness scattering, and coulomb 
scattering. Aging effects induced interface charges result in stronger column scattering, 
which affects the carrier mobility mostly in low Vgs region. Because of this reason, mobility 
degradation is more important for analog circuit aging, but not for digital circuits. This 
behavior has been confirmed by the 65nm data (Wang et al., 2007). Thus, in this work, since 
the analysis is focused on digital circuit in which the devices operate at saturation region, 
the mobility degradation is ignored. 

2.3 Gate delay degradation model 
A widely used gate delay (Tdi) model is based on the Alpha-power law that was proposed in 
(Sakurai & Newton, 1990), 

 (8) 

where Cli is the effective load capacitance of the gate; i is a parameter depending on gate 
size. Under both process variations and NBTI effect, Vthi of PMOS is given by 
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 (9) 

 (10)

Substituting Vthi into Equation (8) and using the GCA of 1/(1�– x)p  1+ p  x (for x 1), we 
obtain: 

 
(11)

We define Td0i = (CliVdd)/( i(Vdd �– Vth0) ), which is the gate delay without process variations 
and NBTI degradation ( Vthi = 0), and Sti = /(Vdd �– Vth0), which is the nominal sensitivity of 
gate delay to PMOS Vth shift. These two parameters rely on the process technology and the 
circuit structure. They can be conveniently extracted from SPICE simulation at the nominal 
condition. Thus, Equation (11) becomes: 

 (12)

Substitute Equations (7) and (10) into (12), 

 (13)

Since 65nm measurement data show that the distribution of Vth variation is Gaussian 
distribution (Nassif, 2001; Liu et al., 2007), in this work, we assume Vthi�–g and Vthi�–l are 
Gaussian random variables. Their mean ( g and l ) are 0 and their standard deviations ( g 

and l ) depend on the manufacturing process (Borkar et al., 2003). Since gate delay is 
linearly proportional to the threshold voltage change, the probability distribution function 
(PDF) of gate delay also follows the normal distribution   
At t = 0, Vth�–nbti = 0. Assuming global and local variations are uncorrelated random 
variables (Boning & Nassif, 2001),  and  are given by: 

 (14)

At t > 0, from Equation (13), we get 

 (15)

Given the initial conditions of the process and timing information for the transistor and the 
gate, Equation (15) predicts the mean and standard deviation with increasing time. From 
these equations, we have four observations: 
1. The mean of gate delay increases with the stress time, while the variance decreases. 

Since a lower-Vth transistor has a faster degradation rate and thus, larger Vth increase, 
this phenomenon compensates static process variations and reduces the variance 
during the stress period. 

2. As the stress time increases, the aging of both mean and standard deviation follows the 
same power law of t1/6. 

3. The degradation rate of gate delay and its variance are independent of the amount and 
the type of variations. 
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4. The degradation rate is determined by the sensitivities to Vth shift. Process variations 
only affect the fresh variability, but not the degradation rate. 

2.4 Circuit performance degradation model 
2.4.1 Path timing 
The PDF of a path comprising n gates corresponds to the linear combination of the n PDFs of 
gate delays. The mean and the variance of the path delay (Td) are given by 

 
(16)

where ij is the correlation coefficient between two gates. For the simplicity of the 
demonstration, we assume the inter-gate correlation is the same for all the gates, i.e., ij = , 
while this methodology is general enough for all statistical conditions. Thus, the variance of 
path delay is derived as 

 
(17)

In the case of local variations, = 0, i.e., the variations between two gates are uncorrelated. 
The case of = 1 describes global variations, i.e., the variations between two gates are 
correlated. With both local and global variations,  is given by the linear combination of 
the variance of the local and global variations. Fig. 6 shows the delay distribution of ROs 
due to circuit aging. The distribution of gate delay becomes increasingly narrower under the 
stress as indicated by Equation (15). 
 

 
Fig. 6. The PDF�’s of 65nm RO delay during aging. 

The proposed predictive methodology is generated for a path consisting of various types of 
gates. Fig. 7 shows such a circuit example. By stressing the path for different years, Fig. 8 
compares the model prediction with SPICE simulation results of gate delay. Under different 
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types and amount of variations, the model provides accurate prediction of the mean and 
standard deviation. 
 

 
Fig. 7. Circuit example for path timing analysis. 

 
Fig. 8. The temporal increase of the mean and standard deviation of circuit speed (path is 
shown in Fig. 7). 

2.4.2 Leakage 
IDDQ of a circuit is defined as the total amount of leakage current at the standby. It has an 
exponential dependence on Vth: 

 
(18)

where  m is the body effect coefficient and vT is the thermal 
voltage (kT/q). Substitute Equation (10) into (18), we get 

 

                       
(19)

IDDQi(0) is the gate leakage at t = 0, i.e., Vthi�–g = Vthi�–l = Vthi�–nbti = 0. Taking the natural 
logarithms on both sides of Equation (19), we have 

 
(20)
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Under global variations, using Equation (7), Equation (20) becomes the following 

 
(21)

The mean and standard deviation of circuit leakage are 

 (22)

 (23)

where  
Under local variations, Equation (20) is approximated as 

 

                                                 
(24)

where has the value between 0 and 1, depending on the circuit structure. The mean and 
standard deviation of circuit leakage are 

 (25)

 (26)

Akin to path timing, logarithmic IDDQ has the same time dependence under either global or 
local variation. Their impact is only different by a factor of , which is derived from the 
circuit structure. Fig. 9 shows that the logarithmic mean and the standard deviation 
degradation of leakage current follow the power law of t1/6. The mean is relatively 
independent of the type of variations, while standard deviation is more sensitive to the 
global variation. 

3. Statistical aging analysis 
The analysis above generates the statistics of each gate under the aging effect. In reality, the 
distributions of logic gates in a circuit are correlated depending on their statistical properties. 
To obtain the information of path timing degradation, we can incorporate statistical timing 
analysis techniques to handle the correlation. In this section, we propose a hierarchical method 
to extract related model parameters and prepare the framework for the integration. 

3.1 Statistical static timing analysis flow 
Fig. 10 shows the statistical circuit performance analysis flow which is used to predict the 
circuit performance. This flow incorporates conventional static timing analysis with the 
statistical properties of the circuit and the process technology. The primary components 
include: 
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Fig. 9. The mean and standard deviation degradation of leakage. 
 

 
Fig. 10. Statistical circuit performance analysis flow. 

1. Model parameter extraction. Given technology and operating condition information, A 
and Sv are extracted. Given standard cell performance library, Td0i, IDDQi and St are 
extracted. For more details about parameter extraction, please refer to (Wang et al., 
2007) and Section 3.2.1. 

2. Substituting all the parameters into Equations (13), (21) and (24), we obtain the aged 
standard cell performance library. The cell timing and leakage are functions of 
transistor global and local Vth variations and stress time. 
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3. Generating two statistical distribution of transistor fresh Vth variations, one is for global 
variation and the other is for local variation. Their means are 0, and standard deviations 
are determined by the manufacturing process. 

4. Given circuit netlist, random assign Vth variations from the generated distribution to 
each transistor. With specified Vth variations, the cell timing and leakage of the aged 
standard cell library are only function of stress time. 

5. Given stress time, using circuit performance analyzer with the aged standard cell 
library, we get the circuit performance degradation. For example, we want to do timing 
analysis for given circuit. Since the aged library provides each cell timing information, 
the path timing is obtained by adding up all the individual cell timings in the path. We 
can do leakage analysis in the same way. 

6. For circuit performance distribution prediction, given initial Vth variation distribution, 
Equations (16), (17), (22), (23), (25), (26) directly give the mean and standard derivation 
of circuit performance distribution. 

3.2 Model prediction and silicon validation 
3.2.1 Model parameter extraction 
In order to accurately predict the circuit performance degradation, there are five parameters 
need to be characterized at t = 0, including: A, Sv, St, Td0i and IDDQi. 
A: Parameter of long term Vth degradation under nominal conditions. Its value is extracted 
from Equations (3) - (5), with the dependence of temperatures, Vdd, and switching activity. 
Sv: the sensitivity of NBTI-induced transistor degradation to the nominal value of Vth. 
St: the sensitivity of gate delay to PMOS Vth shift. 
Td0i: nominal gate delay, without Vth variation and aging. 
IDDQi: nominal gate leakage, without Vth variation and aging. 
Note these parameters are all extracted from the nominal condition, but not affected by 
process variations. Variations only change the distribution of Td and IDDQ, which can be 
obtained from the statistics at t = 0 (i.e., before the stress). During the stress, the interaction 
between variability and reliability follows the prediction of our new models. These 
statistical reliability models improve the predictability in the design stage, avoiding 
expensive reliability test at the circuit level. 

3.2.2 Test chip and measurement 
To validate the statistical models for the circuit performance, an inverter ring oscillator was 
designed as the prototype circuit (Reddy et al., 2002). Fig. 11 shows the simplified schematic 
of the ring oscillator. The channel length of the transistors in the ring oscillator is drawn at 
the minimum design rule. There is a NAND gate that allows the RO oscillation 
enable/disable (OE pin). When the oscillation is disabled, i.e., OE = 0V, IDDQ is measured 
through VRING. 
When the oscillation is enabled, i.e., OE = Vdd, the RO oscillates at full speed (several GHz) 
and Ring Oscillator Frequency (Fosc) is measured periodically without any interruptions. 
Similar as the on-the-fly measurement at the device level, this dynamic stress measurement 
is nonstop. In this work, the ROs are stressed under various supply voltage and temperature 
conditions. The temperature was the same for both stress and measurement and no 
electrical stress was applied until the temperature was at the proper value. 
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Fig. 11. Simplified schematic of inverter ring oscillator circuit. Oscillation is disabled by 
grounding the Oscillation Enable (OE) pin. 

3.2.3 Model validation with silicon data 
The proposed statistical model is verified by 65nm technology available silicon data under a 
few operating conditions. Fig. 12 shows the delay degradation of ROs. The dots present the 
mean changes; the error bars are scaled delay distribution of the sample circuits; and the 
lines are the model predictions. While the mean value increases as t1/6, as a signature of the 
dominance of NBTI effect in circuit aging, the distribution declines with stress time. Fig. 13 
evaluates the change of both the active current (IDDA), and the leakage current (IDDQ). 
Since IDDA CV/ f, for given switching frequency, IDDA is easily extracted. Our predictive 
models only require the sensitivities of transistor and circuit aging, as well as the statistics 
before the stress. Then the degradation of circuit performance is fully predicted toward the 
end of the life time. 

3.3 Simulation setup of circuit benchmarks 
The statistical aging analysis has been implemented in C to predict the circuit performance 
degradation of ISCAS85, 89 and ITC99 benchmark circuits (, n.d.; ITC99 Benchmark, n.d.). We  
 

 
Fig. 12. Delay degradation of ROs under various stress conditions (four selected samples 
each condition). 
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Fig. 13. The prediction of IDDA and IDDQ degradation. 

obtain an aging aware library by running SPICE simulation using PTM 65nm technology 
(Zhao & Cao, 2006). This library consists of 5 different cells: INVERTER, 2 input NAND, 3 
input NAND, 2 input NOR, 3 input NOR. The benchmark circuits in the BLIF format are 
synthesized by SIS (E. M. Sentovich, K. J. Singh, L. Lavagno, C. Moon, R. Murgai, A. 
Saldanha, H. Savoj, P. R. Stephan, and R. K. Brayton & Sangiovanni-Vincentelli, 1992) using 
this standard library. Random local and global variations are generated from a Gaussian 
distribution with mean 0 and standard deviation which is determined by the manufacturing 
process. The delay of each gate is calculated at time = 0 (with the variations) and after 10 
years (with variations and NBTI degradation) using the aging aware library. Timing 
analysis is then performed, and the path delay for each path is calculated as the sum of the 
individual gate delays. After the run, the path with the maximum delay is identified as the 
critical path in the design. 

3.4 Results and discussions 
Figures 14 and 15 show the path delay distribution under both NBTI effect and process 
variation with time increasing. From these two figures, it can be seen that the mean of the path 
delay increases, while the standard deviation of the path delay decreases. Both of them follows 
the power law dependence of t1/6. As shown in the figure, at t = 0, the delay difference 
between maximum and minimum is 10.18%, while after 10 years stress, it reduces to 5.29%. 
The Path delay degradation caused by NBTI effect for 10 years stress is 14.06%, which is more 
than the delay difference caused by process variations at t = 0. Thus, for the circuit designers, it 
is critical to consider both NBTI effect and process variation at the early design stage. 
Table 1 further shows the simulation results for different benchmark circuits at Time = 0 and 
Time = 10 years. For a given circuit, Path represents the number of the total path in the 
circuit. Td0 and Td10 are the critical path delay of the circuit without process variations at Time 
=0 and Time = 10 years, respectively. The Max, Mean and Min columns correspond to the 
maximum, mean and minimum of the sets of the critical path delay under different 
simulation iteration. is the delay difference between maximum and minimum. nbti is the 
NBTI-induce path delay degradation. m indicates the margin need to be add during the 
circuit design stage. 
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Fig. 14. Path delay mean change under both NBTI effect and process variations. 

 
Fig. 15. Path delay standard deviation change under both NBTI effect and process 
variations. 

Based on the simulation results of Table 1, we have three observations. 
1. For most circuits, NBTI-induced delay degradation is comparable or larger than the 

process variations-induced delay difference. For example, circuit K2, after 10 years 
stress, NBTI-induced delay degradation is 15.65%, while the delay difference caused by 
process variation at Time = 0 is 13.22%. Thus, for circuit designers, it is necessary to add 
a guardband for NBTI in addition to guardband for process variations. 

2. The impact of process variations on circuit delay strongly depends on the circuit structure. 
For instance, at Time = 0, process variation-induced delay difference for circuit Frg2 is 
33.09%, while it is 4.97% for circuit Apex6. This effect is seen at Time = 10 years also. 

3. The mean of the circuit delay increases with time, while the standard deviation 
decreases. Both of them follow the NBTI power law of t1/6 and are independent of 
process variations (Fig. 14 and Fig. 15). 
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Table 1. Simulation results for ISCAS and ITC99 circuit benchmark 
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By integrating the gate-based dynamic stress bound and process variation prediction model 
into circuit timing analysis, we verify that our hierarchical method provide a safe and tight 
bound of circuit timing degradation. Fig. 16 is the netlist of benchmark circuit C17. Fig. 17 
shows the delay distribution of circuit C17 under various input vectors and process 
variations. As shown in the figure, the proposed method provides a safe and tight bound in 
the estimation of the circuit timing degradation, which helps to improve design 
predictability and avoid pessimistic guardbanding under NBTI effect. 
 

 
Fig. 16. Circuit C17 netlist. 
 

 
Fig. 17. Delay distribution of circuit C17 with various input vectors and process variations. 

3.5 Impact of statistical variations on SRAM 
The six transistor SRAM (6T SRAM) design is highly sensitive to process variations, 
especially local random variations. The mismatch between neighboring transistors reduces 
the cell Static Noise Margin (SNM) (Krishnan et al., 2006; Lin et al., 2006; Rosa et al., 2006). 
The impact of statistical variations on SRAM SNM is mainly divided into Read, Write, and 
Hold stability. Under the NBTI effect, a weaker PMOS transistor increases Read failures, but 
improves the Write operation (Krishnan et al., 2006; Lin et al., 2006). Fig. 18 shows the PDF 
of 6T SRAM Read noise margin during the aging. In the SRAM cell, only one side of PMOS 
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is stressed (i.e., with the gate biased at the ground), and the PMOS in the other side remains 
in the recovery. The mismatch in the stress mode reduces Read noise margin on one side, 
with no impact on the other side. As shown in Fig. 18, the mean value of Read noise margin 
decreases with longer aging time. Since Read SNM is determined only by the stressed 
PMOS side, NBTI induced SNM degradation is not cancelled out between stressed PMOS 
side and unstressed PMOS side. Therefore, the tail of Read SNM is determined by the 
stressed PMOS side. This behavior is different from the aging effect in a logic path, where 
random variability in each stage is averaged in the path timing. Further studies on statistical 
aging modeling are needed to predict the nonlinear behavior in SRAM. 
 

 
Fig. 18. The probability density function of SRAM read noise margin during aging. 

4. Conclusions 
In this work, a statistical methodology is developed to predict circuit performance 
degradation under both NBTI effect and process variations. These analytical solutions reveal 
that the degradation rate and its standard deviation are independent on the type and the 
amount of process variations. In order to predict the mean and the variance of circuit aging, 
only the characteristics of transistor degradation and circuit performance sensitivity to aged 
parameters are required. The aging of circuit speed and IDDQ shows a power law 
dependence on the stress time, as an evidence of the dominance of NBTI effect. The 
proposed method is implemented into SPICE simulation and timing analysis tools. With 
verification with 65nm silicon data, it supports statistical aging analysis in standard design 
flow, improving design predictability and helping avoid pessimistic guardbanding under 
the increasingly severe aging effect. We are collecting a larger volume of statistical data to 
further verify these conclusions. 
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1. Introduction 
Increased leakage current and device variability are posing major challenges to CMOS 
circuit designs in deeply scaled technologies. Static Random Accessed Memory (SRAM) has 
been and continues to be the largest component in embedded digital systems or Systems-on-
Chip (SoCs). It is expected to occupy over 90% of the area of SoC by 2013 (Nakagome et al., 
2003). As a result, SRAM is more vulnerable to those challenges. To effectively reduce 
SRAM leakage and/or active power, supply voltage (VDD) is often scaled down during 
standby operation (e.g. (Qin et al., 2004; Flautner et al., 2002; Bhavnagarwala et al., 2004; 
Wang et al., 2007)) and/or active operation (e.g. (Morita et al., 2006; Joshi et al., 2007)). For 
ultra-low-energy applications, SRAMs operating with VDD near/below the threshold voltage 
(VT) are also proposed (e.g. (Calhoun & Chandrakasan, 2007; Verma & Chandrakasan, 
2008)). However, all SRAM functions, including read stability, write ability, access 
performance, and hold stability, are less reliable at lower voltage, which leads to the 
reduction of yield. The minimum supply voltage (Vmin) is limited by the lowest acceptable 
yield and determines the maximum achievable power reduction. Applying an 
underestimated Vmin will cause intolerable failures and decrease SRAM yield. On the other 
hand, applying an overestimated Vmin will waste power and energy. However, finding the 
optimum Vmin becomes difficult in the presence of global and local variations. 
In this chapter, we particularly explore SRAM Vmin during standby mode, i.e. data retention 
voltage (DRV). We first analyze the impacts of local/random and global/systematic variations 
on DRV, and then present new statistical and adaptive design methods to address those 
impacts. The goal of this chapter is to develop effective methods for achieving the best leakage 
power savings while maintaining the desired yield under variations. 

2. Variation impact on data retention voltage 
2.1 Data Retention Voltage (DRV) 
Fig. 1 shows the structure of the conventional 6T SRAM cell. The cell consists of two cross-
coupled inverters ((PL,NL) & (PR,NR)) and the pass-gate transistor XL/XR on each side. Q 
and QB are the internal nodes storing the data. During standby mode, the WL signal 
remains low. BL/BLB signals are often precharged to either high or low. Although floating 
bitline is also proposed to further reduce BL leakage current (Wang et al., 2007), we assume 
that the BLs remain high in this chapter. Fig. 1 also illustrates the paths of the major leakage 
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Fig. 1. 6T SRAM cell and the path of the major leakage currents. 

current components during standby mode for nanometer technologies. They are sub-
threshold leakage current (Isub), gate leakage current (Ig), gate induced drain leakage (IGIDL), 
and junction leakage current (Ij). Isub is the drain-to-source current when the transistor 
operates in weak inversion. It decreases exponentially with the reduction of the drain-to-
source voltage (VDS) due to the drain induced barrier lowering (DIBL) effect (Ferre & 
Figueras, 2005). Ig is the direct tunneling current through the gate oxide to the channel as 
well as to the overlap region between gate and source/drain extension. Since it grows 
exponentially with the scaling of the gate oxide thickness, Ig becomes the dominant leakage 
source for CMOS technologies beyond 45nm. Recent new high-k metal gate device option 
provides large reduction in gate leakage (Mistry et al., 2007). In addition, a lower VDD 

exponentially reduces Ig. IGIDL is caused by the high electric field under the gate-to-drain 
overlap region, and Ij is caused by the reverse-biased pn junction (Roy et al., 2003). Both IGIDL 

and Ij also decrease dramatically with VDD. Therefore, VDD scaling can effectively reduce the 
total cell leakage current, Ilk,total. Fig. 2 shows that Ilk,total can be reduced by more than 10× for 
a cell in 45nm. Due to the direct effect of VDD, the cell leakage power, which is equal to 
Ilk,total· VDD, can be further reduced with a lower VDD. 
 

 
Fig. 2. The normalized cell leakage current versus VDD. 
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Fig. 3. The voltage of the storage nodes against VDD for (a) a balanced cell and (b) a 
imbalanced cell (© 2007 IEEE). 

However, the drawback of a scaled VDD is the degradation of the cell stability. Fig. 3 shows 
that excessive VDD scaling results in the loss of the stored data (�‘0�’ in this example). Fig. 3(a) 
particularly shows the balanced case when there is no mismatch between the transistors on 
the left side (PL/NL/XL in Fig. 1) and those on the right side (PR/NR/XR in Fig. 1). Q and 
QB converge to a metastable point as a result of the degraded gain. Fig. 3(b) shows the other 
case when the cell is imbalanced by some mismatch in VT. In this case, Q and QB flip to the 
more stable state (�‘1�’ here). The data retention voltage (DRV) defines the minimum VDD 

below which the SRAM cell can not preserve its data (Qin et al, 2004). So DRV is the 
fundamental limiter of the lower VDD operation and prohibits additional power savings. We 
define DRV0 and DRV1 as the minimum VDD for preserving �‘0�’ and �‘1�’ respectively. For the 
balanced case as in Fig. 3(a), DRV0=DRV1; for the imbalanced case, one increases while the 
other decreases (e.g. DRV0>>DRV1 for the example in Fig. 3(b)). To ensure the cell can 
safely hold both �‘0�’ and �‘1�’, the actual DRV is the maximum value of DRV0 and DRV1. Fig. 3 
thereby implies that DRV increases when any mismatch occurs. 
Unfortunately, device variability increases with technology scaling. In order to predict the 
maximum achievable power savings from lowering VDD, we must evaluate the impact of 
device variability on DRV. All the variations can be categorized into two groups: 
global/systematic variation and local/random variation. Global variations influence all the 
transistors on the chip. On the other hand, local variations have a different effect on 
individual transistors, and thus cause mismatch between adjacent devices. Next, we will 
examine the impact of these variations on DRV. 

2.2 Impact of local/random variation 
Variations occur in a variety of physical parameters, mainly including the threshold voltage 
(VT), the gate oxide thickness (Tox), the channel effect length (Leff ), and the channel effect 
width (Weff ). Among these parameters, DRV is most sensitive to VT (Qin et al., 2004). In 
addition, the variation of Leff can cause VT variation due to the short channel effect. 
Therefore, we mainly consider the impact of VT variation on DRV. Random doping 
fluctuation (RDF) is the dominant source of local VT variation, and it deteriorates with 
continuous device scaling. The RDF induced random VT variation can be modeled as a 
normal distribution with its standard deviation ( VT) inversely proportional to the square 
root of the channel area as below (Asenov et al., 2003). 
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(1) 

SRAM cells commonly use transistors with smaller geometry for higher density. Thus they 
are naturally more susceptible to random variations due to a larger value of VT. 
Given the statistics of parametric variations, we can use Monte Carlo (MC) simulation to 
investigate the impact of variations on the figure of merit. Fig. 4 is the histogram of the cell 
DRV values with a 5000-point MC simulation in a commercial 90nm CMOS process. The 
DRV exhibits a non-Gaussian distribution with a longer tail on the right side. The tail value 
of the distribution is the lowest supply voltage that can be applied to the whole SRAM array 
without losing any data. We call it the standby Vmin for an SRAM. Vmin determines the 
maximum achievable power reduction for the entire SRAM array. Therefore, the estimation 
of the tail value becomes crucial. Modern SRAMs often contain millions of cells, thus the tail 
event only occurs once out of millions of cell simulations. For such a rare event, the Monte 
Carlo method requires at least millions of runs, thereby becoming prohibitively expensive. 
To speed up the estimation of these rare events, various methods arise and fall into the 
following two major categories. 
 

 
Fig. 4. The histogram of DRV from Monte Carlo simulation with 5000 samples (© 2007 IEEE). 

 Non-Monte-Carlo (non-MC) methods 
The first non-MC method is to develop a comprehensive analytical model. Although 
Qin et al. (2004) proposed a theoretical model to approximate the DRV of a single cell, 
they did not address the statistical characteristics of DRV. The question of how 
variations impact the long tail of the DRV distribution is not answered. The second and 
more generic non-MC method is the boundary searching approach, which intends to 
find the boundaries in the parameter space that correspond to success/failure of the 
circuit without using MC sampling (Gu & Roychowdhury, 2008). The authors 
demonstrated its efficiency for estimating SRAM read access yield when considering 
only two major design parameters. However, the real access yield is also determined by 
other design parameters that have a minor impact on read access. When all the 
parameters are searched, this method becomes quite expensive. 

 Improved Monte-Carlo (MC) methods 
The huge expense of MC for rare event estimation is mainly due to the inefficiency of 
the rare event sampling. Importance sampling (Kanj et al., 2006) and the Statistical 
Blockade (SB) tool (Singhee & Rutenbar, 2007) are two interesting techniques to hasten 
the generation of the rare events. However, their efficiency highly relies on the 
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goodness of the sampling distribution and the tail filter respectively. Extrapolation is an 
alternative way to avoid a full MC simulation. We can run a relatively small number of 
samples and fit them into a known distribution. After that, we can quickly acquire the 
estimates in the extreme tail region by simply calculating with the fitting distribution. 
Although it is much simpler, its accuracy is dependent on how good the fitting 
distribution is. For non-Gaussian variables like DRV, it is hard to find a proper known 
distribution that can well fit the skewed tail region. Fitting a normal and log-normal 
distribution either underestimates or overestimates the tail values, respectively. The SB 
tool proposes to use the generalized Pareto distribution (GPD) to particularly fit the tail 
samples. Its accuracy is dependent on the number of tail samples, which also requires 
fast Monte Carlo methods like the tail filter in the SB tool to accelerate its generation. 

In this chapter, we propose a new fast method to predict the tail of the DRV distribution. We 
use the extrapolation method so that only a small number of Monte Carlo samples is 
required. High accuracy is achieved by using a dedicated statistical model for DRV (Wang, 
Singhee et al., 2007). We will describe the details of this method in section 3. 

2.3 Impact of global/systematic variation 
Global variations include manufacturing related process variations, voltage supply 
fluctuations, and temperature changes (i.e. PVT variations). We assume the temperature 
range is [0°C, 105°C] and the voltage fluctuation range is [-25mV, 25mV]. Fig. 5 shows the 
DRV histogram of a 5-Kb SRAM array at three PVT cases: typical, best-case, and worst-case. 
The typical case is at the TT (typical-N and typical-P) process corner, 25°C, and zero voltage 
fluctuation; the best case for the technology we use is at the SS (Slow-N and slow-P) process 
corner, 0°C, and 25mV voltage fluctuation; the worst case happens at the FS (Fast-N and 
slow-P) process corner, 105°C, and -25mV voltage fluctuation. Under one PVT scenario, 
local variations spread the DRV of the cells, and the tail of the distribution (marked with 
circle) determines the standby Vmin for this global condition. In contrast, global variations 
predominantly move the entire DRV distribution around, so the tail point, i.e. the standby 
Vmin, also shifts with global effects. For this 90nm process, the worst-case Vmin (Vminwc) is 
about 100mV and 140mV higher than the typical case Vmin (Vmintyp) and the best-case 
Vmin (Vminbc) respectively. For more advanced processes, the variability of global effects 
might increase and result in a larger difference between Vminwc and Vmintyp/Vminbc. To 
ensure data safety under all the conditions, we must address this Vmin variability. 
The most straight forward method is the worst case approach, which uses a standby VDD 
based on the worst case at design time and even adds some guard-band for more 
robustness. For instance, authors of the drowsy cache set the standby VDD 50% higher than 
the threshold voltage despite the fact that the actual DRV can be much smaller (Kim et al., 
2004). A processor with a drowsy mode is also implemented by collapsing the supply 
voltage well above that required to upset the logic states during standby mode (Clark et al., 
2004). Although this open-loop worst-case approach is very robust, it can potentially waste 
substantial power because of two reasons. First, the worst PVT scenario only occurs in 
extreme conditions like extremely high temperature, which is very rare for most of the 
applications. Second, the difference of the Vmin values between the worst case and the non-
worst cases can be quite large, and it even becomes larger as CMOS technology 
continuously scales. We can expect that the conservative worst-case approach would 
sacrifice more power savings for future CMOS technologies. 
In order to gain optimum power reduction for non-worst-case conditions, we propose a 
closed-loop standby VDD scaling system with online replica cells as monitors for tracking 
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PVT variations (Wang & Calhoun, 2008). Section 4 will present the details of this new 
approach. 
 

 
Fig. 5. DRV distribution of a 5Kb SRAM array with global PVT variations and local 
variations. Three PVT cases (typical, best-case, and worst-case) are shown (© 2008 IEEE) 

3. Fast and accurate estimation of standby Vmin 
In this section, we propose a fast method to predict standby Vmin, i.e. the tail of the DRV 
distribution in the presence of random variations. Let us define Pcf(v) as the probability that 
the cell fails when VDD=v during standby. We can compute Pcf(v) in two ways. First, in terms 
of DRV, since DRV is the minimum VDD below which a cell cannot preserve its data we can 
compute Pcf(v) as 

 (2) 

where FDRV is the cumulative density function (cdf) of DRV. We can also compute Pcf(v) in 
terms of static noise margin (SNM), which is the conventional metric for cell stability. A cell 
fails at voltage v when its SNM is less than the lowest acceptable noise margin s (e.g. s=0 in a 
noiseless system), so we can also compute Pcf(v) as 

 (3) 

where SNMv is the cell�’s SNM at VDD=v and FSNMv is the cdf of SNMv. As we observed in Fig. 
4, DRV has a non-Gaussian distribution with a heavy tail on the right side, which makes it 
hard to directly fit the DRV data into a known distribution. Nevertheless, because of the 
equivalence of (2) and (3), we can obtain FDRV through the simple transformation of FSNMv by 

 (4) 

As we will show in the next section, it is much easier to obtain FSNMv. Thus we can derive the 
cdf of DRV from SNM and finally derive the inverse cdf or the quantile function of DRV. 

3.1 Statistics of hold static noise margin 
The most popular metric for SRAM noise margin is the butterfly curve based SNM, which is 
the maximum amount of dc voltage noise that a cell can tolerate (Seevinck et al., 1987) and is 
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equivalent to the largest square that can be embedded with the two butterfly curves as 
shown in Fig. 6. Particularly, the largest square inside the upper-left lobe is defined as 
SNMH, the SNM for holding �‘0�’; and the largest square inside the lower-right lobe is defined 
as SNML, the SNM for holding �‘1�’. The true SNM is the minimum of SNMH and SNML. Fig. 
6 further shows how SNMH and SNML change with VDD scaling. In the case that the cell is 
balanced as in Fig. 6(a), both SNMH and SNML decrease to 0 when VDD=65mV. This implies 
that DRV=DRV0=DRV1=65mV. On the other hand, if the cell is imbalanced by variation as 
the example in Fig. 6(b), SNMH first drops to 0 while SNML still maintains a positive 
amount of value when VDD=130mV. Therefore, for this example, DRV=DRV0=130mV. In 
fact, Fig. 6 uses the same examples as Fig. 3. The same DRV results are obtained by directly 
simulating the collapse of the internal states as in Fig. 3 and by simulating the decrease of 
SNM with VDD scaling as in Fig. 6. This verifies that we can use SNM to explore DRV. 
 

 
Fig. 6. Butterfly curve based SNM changes with VDD scaling when the cell is (a) balanced and 
(b) imbalanced by some mismatch (© 2007 IEEE) 

The next question we should answer is how local random variations impact SNMH or 
SNML. Fig. 7 plots the 50,000-point MC simulation results of SNMH and SNML when 
VDD=300mV. We fit a normal distribution to the data of both SNMH and SNML. The normal 
distribution closely matches the body of both data. The deviation in the tail points is mainly 
caused by the error of Monte Carlo simulation, which decreases as we use more Monte 
Carlo samples. Therefore, it is accurate to approximate the true SNMH and SNML with an 
identical normal distribution. 
Since DRV is the VDD point when SNM is equal to the lowest noise margin (e.g. 0 here), a 
more important question is how those SNM distributions change with VDD scaling. We 
further examine the SNMH or SNML distribution at different VDD points. We find that 
SNMH and SNML remain normally distributed. Moreover, as shown in Fig. 8, the mean ( ) 
is approximately linear with VDD while the standard deviation ( ) keeps almost constant. If 
we know that the estimation of the mean and the standard deviation at an initial voltage, v0, 
are 0 and 0, we can quickly obtain the new mean and standard deviation values at any 
arbitrary VDD point, v, with 

 (5) 

where k is the sensitivity of  to VDD and can be extracted by fitting the mean data in Fig. 8 to 
the linear curve. 
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Fig. 7. 50,000-point Monte Carlo results of SNMH and SNML at VDD=300mV and a normal 
distribution is fitted to both data. 

 
Fig. 8. Estimated mean and standard deviation of SNMH from MC simulations versus VDD. 

3.2 DRV and yield model 
So far we are able to predict the distribution of SNMH or SNML at any VDD point with (5). 
The real SNM is the minimum of SNMH and SNML. If we assume SNMH and SNML are 
independent random variables, according to order statistics, the cumulative density function 
of the real SNM can be calculated as follows. 

 

(6) 
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Here erfc() is the complementary error function. (6) actually estimates the cell failure 
probability during standby as expressed in (3). Thus we can quickly estimate the yield of an 
SRAM array with a given capacity when the standby VDD is equal to v. 
Another important estimation is the minimum standby VDD for a given yield or cell failure 
probability constraint. In other words, we want to estimate the DRV quantile. To derive 
DRV quantile function, we first obtain the cdf model of the DRV by substituting (6) into (4): 

 
(7) 

Then we obtain the quantile function, i.e. the inverse cdf of DRV, as: 

 
(8) 

where erfc 1() is the inverse function of erfc() and p is the probability that DRV v. 
Both (7) and (8) only require 4 parameters: v0, 0, 0, and k. First, we pick m (e.g. m 6) 
typical VDD points, say v1, �… , vm. Then we run nMC Monte Carlo samples of SNMH at vi and 
fit a normal distribution  to the data. Since we estimate the mean and standard 
deviation of the distribution body instead of the distribution tail, a small scale of Monte 
Carlo (e.g. nMC=1,000~5,000) is sufficient. After obtaining i, we extract k by fitting a linear 
curve to the (vi, i) data. Finally we pick one VDD point as the initial point v0, and then 0 and 

0 are chosen accordingly. Therefore, the total number of Monte Carlo samples used in our 
method is equal to m×nMC, which is 6×5,000 in our test case. To further reduce the run time, 
we can use a simpler way to approximate k. Instead of running MC simulations on multiple 
VDD points, we can run a nominal dc simulation of SNM with the sweep of VDD. However, 
this simplification might cause a slightly larger error. 

3.3 Experiment results 
We use a 6T cell in a commercial 90nm process to test our DRV model. Without loss of 
generality, we choose the lowest acceptable noise margin s=0 in the test. Since SRAMs 
usually contain at least 1,000 cells, we are interested in the DRV quantiles  that have 
the probability p 0.999. For the same probability p, the quantile of a theoretical standard 
normal variable M ~ N(0,1) is m= 1(p), where 1 is the inverse of standard normal cdf. 
We thereby plot the estimated DRV quantile versus the normal quantile (m) that has the 
equivalent probability p 0.999. Fig. 9 plots the estimates of the DRV quantiles equivalent to 
m  [3,8] from several methods. 
1. Analytical model: The DRV quantiles estimated from (8) with p = (m) are plotted with 

the solid curve. We select v0=100mV. 0 and 0 are obtained by fitting a normal 
distribution to the 5,000-point MC result for SNMH at v0. The parameter k, the 
sensitivity of the mean of SNMH to VDD, is obtained from linear fitting the curve in Fig. 8. 

2. Standard Monte Carlo or fast Monte Carlo with the Recursive Statistical Blockade: The DRV 
quantiles estimated from a 1-million-point Monte Carlo simulation of DRV are plotted 
with the circles. With 1-million raw MC samples, the maximum DRV quantile we can 
estimate with a high confidence is equivalent to the normal quantile m 4. For m>4, we 
use the fast Monte Carlo method with the recursive statistical blockade tool (Singhee et 
al., 2008) to reduce run time. 
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Fig. 9. The DRV quantiles estimated from different methods against the theoretical standard 
normal quantiles; our new model (8) and the GPD model from the Statistical Blockade tool 
(Singhee & Rutenbar, 2007) (lines coincident on the plot) closely track Monte Carlo 
simulation and match farther out in the tail (© 2007 IEEE). 

3. GPD model from the Statistical Blockade (SB): The 1,000 tail points from the last recursion 
stage of the recursive statistical blockade run are used to fit a generalized Pareto 
distribution (GPD) (Singhee & Rutenbar, 2007). The results estimated from the GPD 
model are plotted as the dashed curve. 

4. Normal model: A normal distribution is fit to the DRV data from a 5,000-point MC 
simulation. The DRV quantiles estimated from the fitting normal distribution are 
plotted as the dash-dotted curve. 

5. Lognormal model: A lognormal distribution is fit to the same set of the 5,000 MC points 
for DRV. The DRV quantiles estimated from the fitting lognormal distribution are 
plotted as the dotted curve. 

Fig. 9 shows that both the results from our model and from the GPD model closely match 
the MC results up to m=6. In addition, our model matches well with the GPD model at the 
tail region of m>6, where the tail event has the probability smaller than 9.86e-10. 
Extrapolation with either normal or lognormal distribution is inaccurate, especially for the 
points farther out in the tail. The normal model underestimates DRV while the lognormal 
model overestimates it. 
With the comparable accuracy, our method offers a significant speedup over the standard 
Monte Carlo method because it only requires a small number (e.g. 5,000) of MC simulations 
for SNMH at a couple of VDD points (totally 30,000) to predict any extreme DRV tail values. 
However, if the probability of the tail event is pt , the standard MC method requires at least 
1/pt samples to obtain one estimate of the quantile. For example, when pt=9.86e-10 (i.e. 
m=6), we must run at least 1-billion simulations. Thus, our method provides a speedup of at 
least 30,000× over standard MC. The recursive statistical blockade requires about 41,700 
simulations (Singhee et al., 2008), so our method offers a slight speedup of 1.4× over it. For 
m>6, standard MC would need thousands of billions of simulations. In this case, the 
speedup over MC is extremely large. 
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4. Canary based closed-loop standby VDD scaling 
In this section, we deal with the impact of global variations on DRV and present a closed 
loop VDD scaling system for aggressive leakage power reduction while protecting data by 
maintaining VDD above the DRV of the worst SRAM cell (Wang & Calhoun, 2007). 

4.1 Principle 
Fig. 10(a) shows the basic architecture of the system. An on-chip or off-chip voltage 
regulator supplies VDD to the SRAM cells and to the canary replicas. Multiple canary 
categories are designed to fail across a range of voltages above the average DRV of the 
SRAM cells as illustrated in Fig. 10(b). The most important feature of the canary cell is its 
ability to duplicate the impact of global changes on SRAM stability. With this ability, when 
the failure voltage of the SRAM cell increases or decreases by some amount due to certain 
global effect, the failure voltage of each canary category will also change by the same 
amount. In other words, the DRV of each canary category can maintain a predefined 
proximity to the DRV of the SRAM cells despite changes in global conditions. Note that, just 
as SRAM cells, the canary cells are also sensitive to local variations. We employ redundancy  
 

 
(a) 

 
(b) 

Fig. 10. (a) Architecture and (b) mechanism of the closed loop VDD scaling system (© 2008 
IEEE). 
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and a voting strategy to sharpen the distribution of canary cells within the same category. 
The failures of the canary categories are monitored by online failure detectors. SRAM data 
safety is ensured by a programmable failure threshold, which defines the critical failure 
status of the canary categories and determines the proximity of the standby VDD to the tail of 
the SRAM DRV distribution. When entering the standby mode, the controller starts 
lowering VDD until the canary failures meet the failure threshold. Once the global stimuli 
occur, the canary failures will exceed or drop below the failure threshold, which triggers the 
controller to raise or lower VDD accordingly. 
Besides the improvement of power reduction under variations, this system also allows a 
trade-off between power savings and data reliability by altering the failure threshold. When 
the application needs a higher data reliability, a failure threshold that allows less canary sets 
to fail should be chosen. On the other hand, when the data reliability constraint is lowered 
or some data errors can be tolerated by redundancy or error correction techniques, we can 
change the failure threshold to allow more canary sets to fail so that VDD can be reduced for 
more power savings. 

4.2 Major components 
4.2.1 Canary cell 
The canary cell is the most important component in our system. It must replicate the impact 
of global variations on SRAM cell stability. Moreover, it must fail before the SRAM cells to 
prevent the loss of data in SRAM. The canary DRV distribution is not a good indicator of the 
SRAM cell DRV distribution because there are too few canary cells. Therefore, we must use 
a design that makes it more sensitive to VDD than it would be simply due to the impact of 
local variation. 
We propose the circuit in Fig. 11(a) and (b) as canary cells for holding �‘1�’ and �‘0�’, 
respectively. Each canary cell contains the same 6T transistors (M1~M6) as any SRAM cell, 
an additional pmos pass transistor (M7) for enhancing the ability of writing a �‘1�’ at lower 
voltage, and a pmos header transistor (M8) for tuning the virtual supply of the cell. The 
input signal, W, and its inversion, WB, act as the bit lines and word line. During reset mode, 
W rises, and the pass transistors M5~7 are turned on; �‘1�’/�‘0�’ is written into the canary cell 
�‘1�’/�‘0�’. During standby mode, W switches to low and turns off M5~7. In addition, the 
bitlines are holding the opposite states with the internal nodes, which creates the worst 
leakage current through M5~7 and contributes to a higher DRV for the canary cell. The 
header M8 plays the key role for tuning canary DRV. By tuning the input signal VCTRL at 
its gate, the virtual supply of the canary cell, VVDD, becomes smaller than VDD, which results 
in a higher VDD to flip the storage nodes, i.e. a higher DRV for the canary cell. Fig. 12 shows 
the simulated canary DRV values against the VCTRL values. For comparison, the histogram 
of the SRAM cell DRV from a 5000-point Monte Carlo simulation is also plotted. Two 
interesting observations make this tuning knob more appealing. First, there is a nice 
linearity between canary DRV and VCTRL. Thereby we can create multiple canary 
categories by simply using regularly increased VCTRL signals, which are easy to implement 
(e.g. in our test chip, we use a resistor ladder to generate a series of VCTRL signals). Second, 
the canary DRV can be potentially moved to any point in a wide range. Thus we can always 
find at least one canary category with its DRV higher than the tail value of SRAM DRV 
distribution, which could be quite large for big SRAM arrays in scaled technologies. 
Now let us further examine the canary cell�’s capability for tracking PVT variations, which is 
essential to protecting data in this approach. We use a 1-Kb SRAM and 8 canary sets (#0~#7) 
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                                         (a)                                                                       (b) 
Fig. 11. Schematic of canary cell (a) for holding a �‘1�’ and (b) holding a �‘0�’ (© 2008 IEEE). 
 

 
Fig. 12. Simulated nominal canary cell DRV versus VCTRL relative to a 5 Kb SRAM DRV 
distribution (© 2008 IEEE). 

as an example. We first obtain the worst DRV value, i.e. Vmin, of the 1-Kb SRAM with 
Monte Carlo simulations at normal condition (i.e. at TT process corner & 25°C). Then at the 
same normal condition, we configure the canary cells by tuning their VCTRL values so that 
DRVC,7 >DRVC,6 > �… >DRVC,1 >Vmin>DRVC,0. Here, DRVC,i is the DRV of the canary set #i. 
In order to protect SRAM data, the canary set #1 can be chosen as the first set that should 
never fail. After configuration, the canary VCTRL values are fixed. Then we change either 
the temperature or the process corner and rerun the simulations to obtain the new SRAM 
Vmin and DRVC,i values, which are shown in Fig. 13(a) and (b). The SRAM Vmin is plotted 
as the curve with circles. DRVC,i is plotted as the curve with triangles. For all the 
temperature and process changes, the DRV of each canary set moves almost by the same 
amount as the SRAM Vmin. This indicates that the canaries can successfully track global 
effects. The only exception here is the SF (Slow-N Fast-P) corner because the technology we 
use is a strong-N process. At the SF corner, the impact of global variation on the tail of 
SRAM DRV is overwhelmed by the impact of large local variations. However, the canary 
DRV is still affected by global variation, so DRVC,1 becomes smaller than Vmin at SF corner. 
To fix this, we can either reconfigure DRVC,1 so that DRVC,1 >Vmin at this corner or reset the 
failure threshold to choose the canary set #2 as the first one that does not allow to fail. 
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Fig. 13. Simulated DRV of the canary sets (lines with triangles and the upper ones have higher 
VCTRL) and the worst DRV of a 1 Kb SRAM (the line with circles) change consistently with (a) 
temperature and (b) process corner for the 90 nm technology (© 2008 IEEE). 

4.2.2 Failure detector and canary bank 
In our system, the failure of the canary cell is detected online. To enable a quick sensing, the 
failure detector directly monitors the storage nodes Q and QB of the canary cell. As shown 
in Fig. 3(a), Q and QB of an SRAM cell might converge if the cell is balanced. However, we 
set the two bitlines of the canary cell with the complementary values of W and WB (see Fig. 
11). This asymmetry makes Q and QB mainly flip when the current VDD is below the cell�’s 
DRV. Thus we propose to use a differential sense amplifier shown in Fig. 14 as the failure  
 

 
Fig. 14. Canary bank and VCTRL generator. 
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detector. It shares VDD with the canary cell, and its input differential pair MN1 and MN2 
directly connect to Q and QB. One canary cell and its own failure detector compose a canary 
bit. 
The canary sets are deployed as rows in a bank structure as illustrated in Fig. 14. Each 
canary set occupies one row of the bank. To reduce the variance of the canary DRV, we 
employ redundancy and majority voting circuits. Thus one canary set (row) consists of n 
copies of canary bit �‘1�’ and n copies of canary bit �‘0�’. Although a larger n can decrease the 
variance, the area and complexity overhead would dramatically increase. By trading off 
between the efficiency of variance reduction and the overhead cost, we choose n=3. The 
failure signals from the three replicas of canary bit �‘1�’/�‘0�’ go into the majority-3 gate to 
generate the voted failure signal. The whole canary set fails when either the majority of the 
canary bit �‘1�’ or the majority of the canary bit �‘0�’ fails. 
Fig. 14 also shows the VCTRL generator, which is a resistor ladder with a reference voltage 
VREF and a series of identical resistors. Each canary set (row) is connected to one VCTRL 
signal from the VCTRL generator. 

4.2.3 Feedback controller 
 

 
Fig. 15. The feedback controller connects other components in the feedback system. 

The feedback controller plays an important role in our system. As shown in Fig. 15, it ties all 
the other blocks together to form a complete feedback loop. The controller receives the final 
failure signal �‘Fail�’ from the comparator, which asserts �‘Fail�’ when the failure status of the 
canary sets (f0f1...f6f7) exceeds the predefined failure threshold. The controller then sends out 
different control signals to different blocks. The �‘lowerVDD�’ and �‘raiseVDD�’ are sent to the 
voltage regulator to lower or raise VDD by one step (e.g. 10mV). The �‘W�’ signal is sent to the 
canary bank for rewriting all the canary cells. The �‘VCTRLrst�’ signal is sent to the VCTRL 
generator for occasionally resetting all the VCTRL signals to 0. 
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Fig. 16. The timing diagram of the controller (© 2008 IEEE). 

Fig. 15 also illustrates the major state transitions in the controller. There are four states: idle, 
cellHold, cellFlip and cellReset. Fig. 16 gives the timing diagram that shows how the states 
transfer. Suppose the failure threshold is set to 00001111, which implies that the canary set 
#3 is the first set not allowed to fail. We configure its VCTRL=0.3V. For simplicity, we do 
not consider redundancy here. After we assert the enable signal �‘EN�’, the failure detector of 
each canary set evaluates its own Q and QB. When VDD=0.37V, Q and QB of the canary set 
#4-7 flip, but those of the canary set #0-3 maintain their original values. Thus the 
failureStatus is 00001111, which is no larger than the failure threshold. Therefore, �‘Fail�’ 
maintains zero, which causes the controller change from the idle state to the cellHold state, 
and the signal �‘lowerVDD�’ rises up to inform the voltage regulator to decrease VDD by 
10mV. Once VDD is lowered to 0.36V, Q and QB of the canary set #3 flip to the opposite 
value, resulting in failureStatus=00011111, which is larger than the failure threshold. Thus 
�‘Fail�’ rises up and the cellFlip state becomes valid. This state asserts �‘raiseVDD�’. As a result, 
the regulator increases VDD by one step and VDD returns to the previous value 0.37V, which 
is actually the DRV of the canary cell #3. After that, �‘EN�’ goes low to disable the failure 
detection, and the controller enters the cellReset state, which asserts the �‘W�’ signal to write 
the original values into Q and QB for next check. 
Since SRAM Vmin can be near or even smaller than the threshold voltage VT, all the circuits 
including the failure detector, the comparator, and the controller are designed to function in 
the sub-threshold region, where VDD<VT (Wang et al., 2006). 

4.3 Model for canary cell tuning 
We have observed in Fig. 12 that the canary DRV changes approximately linearly with 
VCTRL. By analyzing the current through the pmos header (M8 in Fig. 11(a)), we can derive 
the theoretical model for this linear dependency. We denote DRVC as the canary DRV. It is 
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equal to the VDD value when the actual supply voltage of the canary cell, VVDD, reaches the 
cell�’s true DRV, DRVt, i.e. the cell DRV without the header. Let us denote Imin as the leakage 
current for holding the cell data when VVDD=DRVt. We assume that the header M8 operates 
in the sub-threshold region. Since the sub-threshold leakage current is the dominant source 
of the leakage current, we can compute Imin as 

 
(9) 

where VT,8 is the threshold voltage of M8, 8 is its DIBL coefficient, n8 is its sub-threshold 
swing factor, Vth is the thermal voltage, and I0 is its off current. For a given canary cell, we 
assume that the DRVt remains the same no matter what VCTRL is. This is reasonable 
because M1-M7 are not changed. Therefore, Imin also remains constant. We further ignore the 
rolling-off term when DRVC  DRVt > 4Vth (Vth=26mV at 300K). Then we can solve DRVC as 

 
(10)

 

 
 

Fig. 17. Estimated canary DRV from (10) versus VCTRL is compared with the simulated 
result (© 2008 IEEE). 

This proves the linear relationship between the canary DRV and VCTRL and implies that 
the slope can be approximated as 1/(1+ 8). To verify this model, we first obtain DRVt and 
Imin from simulation without the header. Then we compute the canary DRV values against 
VCTRL with (10) and compare them with the simulated results. Fig. 17 shows that our first-
order linear model provides an excellent approximation for all the VCTRL values across a 
wide range. A slightly larger error occurs only when VCTRL<50mV. In this region, the 
canary DRV (DRVC) is very close to DRVt, so the rolling-off term cannot be ignored, in 
which case numerically solving (9) can give a more accurate estimation. 
In section 3.2, we proposed the model to predict SRAM DRV quantile and yield in the 
presence of random variations. Now by combining (8) and (10), we can estimate the VCTRL 
value y that is needed for a canary cell in order to satisfy a given SRAM cell yield as: 
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(11)

where p=P(DRVS <DRVC(y)), the probability that the SRAM DRV (DRVS) is less than 
DRVC(y), i.e. the canary DRV when VCTRL is equal to y. All the other parameters are the 
same as in (8) and (10). Fig. 18 plots the estimated VCTRL values from (11) with the solid 
curve. In this figure, the point at the coordinates of (x,y) means P(DRVS <DRVC(y)) is equal 
to (x), where is the cdf of a theoretical standard normal variable. For instance, if one 
application requires 90% yield for a fault-free 100-Kb SRAM, the required failure probability 
is ~1e-7, which is equivalent to the probability when x=5.2. From Fig. 18, we quickly know that 
all the canary cells with VCTRL 120mV should never fail in order to meet this yield. This 
gives us the guidance to choose the proper VCTRL value for each canary set. Fig. 18 gives an 
example of the canary configurations. We configure the canary set #2 with VCTRL=120mV. 
Then we assign 5 points in the region VCTRL>120mV to the canary set #3~7 and assign 2 
points in the region VCTRL<120mV to the canary set #0~1. The failure threshold is set to 
00011111 so that only the upper 5 canary sets are allowed to fail. This configuration ensures 
that SRAM can always achieve 90% yield under any PVT variations. If the application changes 
and needs a different reliability, we can reset the failure threshold or even reconfigure all of 
the canary sets (by remapping VCTRL values) for better results. 

 

 
 

Fig. 18. Estimated VCTRL value y to satisfy that P(DRVS <DRVC(y)) = (x), where x is a 
standard normal quantile. To achieve 90% yield for a fault-free 100Kb SRAM (i.e. x = 5.2), 
only the canary sets with VCTRL>120mV are allowed to fail (© 2008 IEEE). 

4.4 Test chip implementation & measurement 
We implement all of the circuits in Fig. 10(a) except the VDD regulator in a 90nm CMOS bulk 
test chip. In addition to a 16×8Kb SRAM, the test chip contains the canary circuits and test 
circuits. The area overhead of the canary circuits is about 0.6%. Fig. 19 shows the die photo 
of the chip. Fig. 20(a) shows the measured average DRV of canary cells versus VCTRL at  
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Fig. 19. The die photo of the 90nm test chip (© 2007 IEEE). 
 

 
 

Fig. 20. The measured canary DRV against VCTRL at (a) room temperature and (b) different 
temperatures (© 2008 IEEE). 
 

 
Fig. 21. The normalized measured SRAM leakage power against VDD (© 2008 IEEE). 
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room temperature. The tuning of VCTRL allows us to provide the desired continuum of 
failure voltages for the canary cell. It also verifies a good linear relationship between the 
canary DRV and VCTRL. Fig. 20(b) further shows the measured canary DRV against VCTRL 
at different temperatures, which verifies that our canary cell can successfully track 
temperature changes. Fig. 21 plots the normalized measured leakage power of the SRAM 
array with VDD scaling. Under normal environmental conditions, the measured worst DRV 
of one 8Kb SRAM array is 0.35V. We estimate that the worst standby Vmin for all the PVT 
variations plus certain guardband is equal to 0.7V. With the worst case approach, we always 
set the standby VDD to 0.7V. In contrast, by using our canary-based feedback approach, we 
can adjust VDD to near the true Vmin value (i.e. 0.35V) at the normal condition. Thereby the 
canary approach offers ~5× power reduction compared with the conservative worst-case 
approach and ~11× reduction compared with using the nominal VDD, 1V. 

5. Conclusion 
Variation has become one of the biggest challenges for circuit design in scaled CMOS 
technologies. In this chapter, we first investigate the impact of both local and global 
variations on SRAM data retention voltage (DRV) and then present a method to deal with 
each type of variation. Local random variations spread the cell DRV across the same array, 
and the tail of the distribution is the minimum standby VDD (Vmin) that can be applied on 
the whole SRAM. We propose a fast and accurate method to predict the tail DRV. Our 
method offers the comparable accuracy with the standard Monte Carlo (MC) method and 
shows an excellent agreement with another fast method, the Statistical Blockade (SB) tool, 
for the tails up to 8 . It offers the speedup of > 104× over MC and 1.4× over SB. Global PVT 
variation results in the shift of Vmin values. The worst-case design approach over-protects 
non-worst-case scenarios. To enable optimum power savings for any PVT scenario, we 
propose a closed-loop VDD scaling approach. It uses online canary replica cells and monitors 
to track global variations, and a feedback circuit to adjust VDD to approach the true Vmin. As 
device variability continues growing with CMOS technology scaling, SRAM supply voltage 
scaling requires efficient statistical analysis methods and smart adaptive approaches to 
maximize power reduction while maintaining correct functionality and acceptable noise 
immunity. 
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1. Introduction 
For a variety of applications from mobile to high-performance computing, the power 
consumption of very-large-scale-integrated (VLSI) circuits is a serious issue. The scaling rule 
has been a paradigm for miniaturizing complementary metal-oxide-semiconductor (CMOS) 
field-effect-transistors (FETs) in VLSI circuits for a long period. In the ideal scaling rule, the 
supply voltage Vdd should decrease in proportion to the miniaturization of the transistor. 
This Vdd reduction has roughly been successful so far. In extremely scaled transistors such as 
those in the 45-nm logic node and beyond, however, it is very difficult to further decrease 
Vdd. Unless Vdd is reduced with the scaling rule, the power consumption of the LSI will 
increase significantly due to an increase in both operational and standby-leakage power 
(Sakurai, 2004; Chen, 2006). The primary cause of this difficulty is widely recognized as the 
increase in threshold voltage (Vth) variation of CMOSFETs, because Vdd should be set higher 
considering the margin to the increased Vth variation (Takeuchi et al., 1997). 
Variation of transistor characteristics, primarily Vth variation, is increasing substantially in 
sub-100-nm technologies. This makes the Vdd reduction, required by the scaling rule, 
difficult, and significantly increases the power consumption of an LSI chip. Here, power 
consumption P of an inverter, which is the representative LSI unit circuit, is defined as  

 P = CVdd2f + IleakVdd  (1) 

where C, f, and Ileak are load capacitance, operation frequency, and leakage current, 
respectively. The first and second terms on the right-hand side represent operational and 
standby power, respectively. As the scaling proceeds, C and Ileak decrease due to the size 
reduction of transistors, and f increases. Since the miniaturization enables the number of 
circuits crammed onto a single chip to increase exponentially, it is extremely important to 
lower Vdd to maintain power consumption of an LSI chip (Moore, 1979). In the ITRS 2008 
roadmap, the rate of Vdd reduction below 1 V is forecasted to be extremely small. 
The origin of Vth variation is not only due to lithographic variations and layer thicknesses, 
but also due to line edge roughness (LER) and random dopant fluctuation (RDF) (Asenov et 
al., 2003; Mizuno et al., 1994). In particular, it has been pointed out that the Vth variation 
caused by the number and special distribution of impurities in the channel of transistors 
(RDF) becomes serious with the scaling. The magnitude of the Vth variation is described by 



 Solid State Circuits Technologies 

 

146 

standard deviation Vth, since the distribution of Vth usually shows a normal distribution. 
The Vth variation becomes small with the wider area of the gate because the impurity 
distribution should be random. This relationship is well known (Pelgrom et al., 1989) and is 
defined as  

 Vth = AVt / (LgWg)1/2  (2) 

where Lg and Wg are the length and width of a gate, and the gradient AVt is called the 
Pelgrom coefficient. Moreover, in conventional bulk CMOSFETs, the following relationship 
exists 

 AVt  tox (Nchannel)1/4  (3) 

where tox and Nchannel are the thickness of a gate oxide and a channel impurity density. 
Because Nchannel has increased to suppress the short channel effect (SCE), AVt has increased 
with scaling. Thus, it is understood that the present Vth variation problem is inevitably 
caused by the conventional bulk CMOSFETs�’ miniaturization. 
To solve these problems, it is necessary to first decrease the Vth variation due to size 
variations by suppressing SCE, and secondly to decrease RDF by lowering the impurity 
densities of the channel. FinFETs, which have strong immunity from SCE without increasing 
the impurity density of the channel, are reported to have low Vth variation (Thean et al., 
2006). On the other hand, to continue to both improve the speed and reduce the power from 
the system-LSI designer�’s viewpoint, it is necessary to set Vth and Vdd to the best value in 
every circuit block or set of transistors in LSI circuits. The multiple Vth design, such as that 
with two or three kinds of Vth setting, is already indispensable. Additionally, a technique 
that controls Vdd adaptively according to the state of operation has also been applied (Nakai 
et al., 2005). A technique to apply substrate bias Vbb to control Vth flexibly is used in some 
applications, also (Miyazaki et al., 2000). This Vbb control technique is a strong tool that can 
minimize the performance deviation due to temperature fluctuation as well as the variation 
of each chip. However, in present scaled bulk CMOSFETs, it is difficult to apply Vbb because 
of the increase in the junction leakage current between the source/drain and the substrate. 
To solve the power consumption and Vth variation issues, we have proposed a fully 
depleted silicon-on-insulator (FD-SOI) CMOSFET with an ultrathin buried oxide (BOX), 
named �“silicon on thin BOX (SOTB)�”. In this chapter, we will describe the features, process 
and characteristics of the SOTB CMOSFET. Its wide-range back-gate controllability, which 
enables the optimization of both performance and power after fabrication, will also be 
described. In addition, to solve some intrinsic problems with SOI technology such as poor 
electrostatic discharge (ESD) susceptibility and low breakdown voltage, an SOTB/bulk 
hybrid technology for system-on-chip (SoC) applications will be presented. In the later part 
of this chapter, we will show the variability reduction and back-gate bias control in the 
SOTB scheme and demonstrate its impact on the power reduction of VLSI circuits. 

2. SOTB CMOSFET 
2.1 Features of SOTB CMOSFET 
To solve the Vth variation problem due to RDF and satisfy the demand from circuit 
designers, we have proposed the SOTB CMOSFET (Tsuchiya et al., 2004; Ishigaki et al., 2008; 
Morita et al., 2008). Figure 1 shows a schematic cross-section of the SOTB structure. 
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Ultrathin SOI and BOX layers make the transistor highly immune from SCE, and its intrinsic 
channel without halo implant suppresses the Vth variation due to RDF. The thin BOX and 
impurity doping in the substrate just beneath the thin BOX enables a multiple Vth design. 
This thin BOX and the doped region also enable the wide-range back-gate controllability 
which realizes optimization of both performance and power after fabrication.  
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Fig. 1. Schematic cross-sectional view of hybrid SOTB/bulk CMOSFETs. 

Some intrinsic problems with (FD-) SOI technology such as poor electrostatic discharge 
(ESD) susceptibility and low breakdown voltage are well known (Yoshimi et al., 1990). Such 
adverse effects can be easily avoided by combining bulk technology on the same wafer.  The 
previous approach to integrating SOI and bulk technologies required the use of selective 
epitaxial growth to compensate for the height difference (Yang et al., 2003), which 
significantly increases process complexity. In this SOTB structure, bulk CMOSFETs for high-
voltage I/O operation, ESD protection, and analog circuits can be easily integrated by 
removing the thin SOI/BOX layers. This simplified SOTB/bulk hybrid technology is 
preferable for SoC applications because no design change for the conventional peripheral 
circuits is required. 
Regarding the isolation between transistors and back-gate contacts, this SOTB technology 
uses a conventional shallow-trench isolation (STI) process similar to the bulk technology. 
The slight change is that the trench is formed by dry etching three layers: the SOI, BOX, and 
substrate, as shown in Fig. 1. Consequently, the isolation between devices on the SOI and 
back-gate contacts is ensured by STI. The well region, acting as a back gate and ground 
plane, was formed beneath the BOX layer and connected to the region of the back-gate 
contact through the area underneath the STI. The back-gates for NMOS and PMOS are also 
isolated by STI. This back-gate contact structure in SOTB technology can be fabricated with 
the same mask layout as the conventional bulk CMOSFET. A triple-well structure is also 
adopted to prevent leakage for back-gate biasing. 

2.2 Device design and fabrication 
For low-standby power (LSTP) applications, a single mid-gap metal gate with an intrinsic 
channel is easily introduced in the fabrication process and is suitable for the desired Vth 
(Fenouillet-Beranger et al., 2008). However, unless the gate-induced drain leakage (GIDL) 
current is suppressed to less than the subthreshold leakage, off-current Ioff cannot be 
reduced at the desired Vth. GIDL increases when gate bias Vg becomes negative (for NMOS, 
vice versa for PMOS). This is because of band-to-band tunneling in and around the drain 
junction below the gate edges. This leakage current is a source-to-drain current in SOI 
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structures because of the BOX layer, unlike the bulk transistor in which the GIDL current 
flows to the substrate. In the SOTB structures, the intrinsic channel is also effective to 
suppress GIDL because of low electric fields around the drain junction below the gate edges. 
Note that in an SOTB device, it is unnecessary to consider either the junction depth (because 
it is controlled only by SOI thickness) or the channel-impurity profile (because the SOTB 
device has an intrinsic channel with no halo implant). Therefore, the control of GIDL in an 
SOTB is simple. Only the gate overlap length Lov, which is defined as the length of the 
overlapped region between gate and source/drain extensions, needs to be controlled. 
 Figure 2 plots the calculated GIDL with various Lov values by using the ATLAS simulation 
(http://www.silvaco.com). The parameters used in this calculation are as follows: Lg, SOI 
thickness, BOX thickness, and gate oxide thickness are 65, 15, 10, and 2 nm at Vdd = 1.2 V, 
respectively. The inset shows the potential distribution with Lov of 10 nm when Vg is -0.5 V 
and Vdd is 1.2 V. It is shown that the potential on the drain edge is steep due to the bias 
difference between the gate and drain. When Lov is 10 nm, Ioff (at Vg = 0 V) increases because 
of the subthreshold leakage and the GIDL since the large overlap enhances both the SCE 
and the GIDL. By decreasing Lov to less than a few nm, GIDL can be reduced sufficiently. At 
the same time, however, on-state current Ion also decreases. Therefore, this indicates that Lov 
should be carefully optimized for a target specification. 
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Fig. 2. Simulated NMOS Id �–Vg characteristics as a function of gate overlap length Lov at  
Vdd = 1.2 V. The inset shows the potential distribution in SOTB structure at Vg = -0.5 V. 

Figure 3 shows a process flow and a cross-sectional transmission electron microscope (TEM) 
image of an SOI/bulk hybrid structure. After the STI formation, the SOI layers (tSOI ~ 12 nm) 
on both the well contact and bulk active regions were removed by dry etching using a BOX 
layer (tBOX ~ 10 nm) as a stopper, followed by the removal of the BOX layer. Due to the small 
step height of 22 nm (tSOI + tBOX), gate patterning can easily be performed on both the SOI 
and bulk regions simultaneously. This process enables the SOTB/bulk hybrid structure to 
be fabricated without requiring epitaxial growth to compensate for the height difference. 
The SOI region is on the left side of the TEM image, and the integrated bulk region is on the 
right. Smooth gate patterning without voids on both the SOI and bulk regions was 
confirmed. These integrated hybrid bulk CMOSFETs with a 7.5-nm-thick gate dielectric 
were fabricated on the exposed surface of the silicon support wafer by removing SOI/BOX 
layers. The quality of the surface after the BOX removal is a concern in this process. Carrier 
mobilities as high as a universal curve and gate oxide interface trap density (Dit)  as low as 
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1011 eV-1cm-2 were confirmed with no sacrificial oxidation of the surface, indicating that little 
damage was caused by dry etching during the SOI-layer removal (Ishigaki et al., 2008). A 
sufficiently long time-dependent dielectric breakdown (TDDB) lifetime is ensured at Vg = 
3.3 V, as shown in Fig. 4. 
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Fig. 3. Process flow of hybrid SOI/bulk fabrication and a cross-sectional TEM image of poly-
Si gate on hybrid SOI/bulk regions. 
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Fig. 4. TDDB lifetime of integrated bulk NMOS for I/O operation. 

Figure 5 shows the following process steps as well as a cross-sectional TEM image of a 
fabricated 50-nm-gate-length SOTB MOSFET. In the dual oxidation process, SiON gate 
dielectrics were formed at an equivalent oxide thickness (EOT) of 1.9 nm for SOTB core 
CMOSFETs, and 7.5 nm for bulk I/O CMOSFETs. To precisely control Lov, an additional SiN 
offset spacer was formed after the first SiO2 spacer formation and before the source/drain 
extension implantation. After forming a sidewall, an elevated source/drain structure was 
formed by selective epitaxial growth to obtain low external resistance. To prevent recesses in 
the SOI, the conditions for gate- and sidewall- etching and precleaning before epitaxy were 
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carefully optimized, resulting in a low external resistance, as shown in Fig. 6. In low-power 
FD-SOIs with intrinsic channels, no dual metal technology between NMOS and PMOS 
gates, such as nickel silicide phase control (Veloso et al., 2006), is required when using nickel 
silicide as a gate electrode material. The gate poly-Si and the source/drain epitaxial Si were 
set to their optimal heights before gate-cap removal and fully silicided simultaneously in a 
single step without using chemical mechanical polishing (CMP). The metal inserted poly-
silicon stack (MIPS) metal-gate structure is also applicable for SOTB CMOSFETs.  
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Fig. 5. Process steps and cross-sectional TEM image of 50-nm-gate-length SOTB MOSFET. 
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Fig. 6. Relationship between on-current Ion and external resistance Rsd. 

3. Characteristics of SOTB CMOSFET 
The typical subthreshold characteristics of the 50-nm-gate-length SOTB CMOSFETs at Vdd = 
1.2 V are plotted in Fig. 7. The desired symmetrical characteristics were successfully 
obtained with a single Ni FUSI gate. The off-state drain currents were less than 20 pA/ m 
due to the reduction of GIDL with properly controlled Lov. At the same time, comparable 
on-currents were obtained with the conventional bulk CMOSFETs. The Ioff could be further 
reduced to 1 pA/ m by reducing Lov (Ishigaki et al., 2009). These Ion/Ioff values are in good 
agreement with the data based on bulk or FD-SOI technology for LSTP applications 
(Kimizuka et al., 2005). These SOTB CMOSFETs also suppressed the SCE even with the 
intrinsic channel because of the thin SOI and BOX layers. Figure 8 demonstrates that the 
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SOTB CMOSFET is free from the self-heating effect thanks to the thin BOX. That is, negative 
drain conductance (decreasing Id with increasing Vd) was not observed.  
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Fig. 7. Typical Id-Vg characteristics of 50-nm-gate-length SOTB CMOSFET. 
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Fig. 8. Id-Vd characteristics of 50-nm-gate-length SOTB CMOSFET. No self-heating is evident 
due to the thin BOX. 

In the SOTB scheme, time-to-time or area-to-area (including die-to-die or wafer-to-wafer) 
device characteristics can be widely controlled using the back-gate bias Vbb. In particular, 
forward back-gate bias can be effectively used because there is no substrate leakage. Note 
that a forward bias higher than 0.6 V can never be applied in conventional bulk CMOSFETs 
owing to the significant increase in p-n junction leakage current from source to substrate. 
The dependences of Vth and the subthreshold slope (SS) of a 50-nm-gate-length SOTB 
CMOSFET on Vbb at Vdd = 1.2 V are shown in Fig. 9. By applying a reverse Vbb, Vth increased 
to above 0.6 V, and the SS decreased to less than 80 mV/decade. In contrast, by applying a 
forward back-gate bias of 1.2 V, Vth can be lowered by more than 0.3 V while keeping the SS 
small. In such a high forward bias, there is no increase in the substrate leakage currents.  
As for conventional bulk structures, reverse biasing can be used to reduce the standby 
leakage after fabrication. However, this is less effective because both Vth variation and GIDL 
increases (Yasuda et al., 2007). In the SOTB scheme, GIDL is sufficiently suppressed by the 
intrinsic channel and the controlled Lov, and forward Vbb is also effective in adjusting the Vth 
variation. The die-to-die compensation for the Vth of each chip is demonstrated in Fig. 10. 
 



 Solid State Circuits Technologies 

 

152 

-1.5 -1 -0.5 0 0.5 1 1.5
60
70
80
90

100
0

0.2
0.4
0.6
0.8

NMOS PMOS

|V
| (

V
)

SS
(m

V
/d

ec
.)

NMOS PMOS

Back-gate bias Vbb (V)
-1.5 -1 -0.5 0 0.5 1 1.5

60
70
80
90

100
0

0.2
0.4
0.6
0.8

NMOS PMOS

|V
| (

V
)

SS
(m

V
/d

ec
.)

NMOS PMOS

Back-gate bias Vbb (V)  
Fig. 9. Dependences of Vth and SS for a 50-nm-gate-length SOTB CMOSFET as a function of 
back-gate bias Vbb at Vdd = 1.2 V. 

Each circle represents a 50-nm-gate-length NMOS of a chip. The open circles indicate the Vth 
distribution without Vbb control, and the closed circles indicate the distribution with Vbb 
control, that is, when the Vbb was adjusted for each transistor to approach the target Vth. The 
Vbb values range from -1.2 to 1.2 V, in 0.2-V increments. Without Vbb control, the range of Vth 
distributions is about 0.1 V due to size (gate length or layer thicknesses such as SOI) 
variations or channel dose fluctuations. The standard deviation Vth with Vbb control was 
suppressed to 1/4 (case A) even with such a wide Vbb step. In addition, the typical Vth can 
be set arbitrarily within a range of 0.18 V (cases B and C), which is larger than the 0.1 V of 
the original Vth distribution, while keeping the variation suppressed. It is assumed, for 
instance, that setting the optimum Vbb according to the speed and the power of the chip will 
improve the yield. 
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Fig. 10. Vth shift and variation reduction of Poly-Si gate SOTB NMOS using back-gate bias 
Vbb (Vbb: -1.2 < Vbb < 1.2 V, increments = 0.2 V). 

4. Reduction of power consumption 
The nominal Vth cumulative probability plot (not shown) of SOTB CMOSFETs indicates that 
the distribution is random and SCE is suppressed even down to 50 nm (Morita et al., 2008). 
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The Pelgrom plot is shown in Fig. 11. The slope of the plot, the Pelgrom coefficient Avt, is 1.8 
and 1.5 mV m for NMOS and PMOS, respectively. These values are about half those of 
conventional bulk CMOSFETs of the same technology generation due to the intrinsic 
channel without halo implant. Impurities below the BOX layer have a small impact on the 
variability. The local component of variation is also plotted. To extract the local variation of 
Vth, the difference between the forward and the reverse measurement by exchanging the 
source and drain was used (Tanaka et al., 2000). It has already been confirmed that this 
method simply represents the local variation of adjusting pair transistors (Sugii et al., 2008). 
These results suggest the SOTB CMOSFET is robust in terms of variability. 
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Fig. 11. Pelgrom plot of SOTB CMOSFETs for both global and local components. 

Because static random access memory (SRAM) has been integrated in recent VLSI circuits 
with large capacities occupying large areas, reducing the power consumption of SRAMs is 
becoming increasingly important. Moreover, since the SRAM circuit is most sensitive to the 
local Vth variation, it is assumed that achieving low Vdd is most difficult with SRAM. Figure 
12 plots the characteristics of 6T-SOTB SRAM cells 0.99 m2 in size. The static noise margins 
(SNM) of 0.357 V at Vdd = 1.2 V and 0.142 V at Vdd = 0.6 V indicate a much more stable 
operation in comparison with conventional bulk ones. The fail bit count (FBC) analysis 
indicated that the SOTB-SRAM can operate as low as 0.6 V, whereas the bulk SRAM with 
the same cell size operates at 1.1 V (Tsuchiya et al., 2009). 
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Fig. 12. Measured butterfly curves of 50-nm-gate-length SOTB SRAM cell. 
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The variability of SOTB CMOSFETs has a significant impact on standby power 
consumption. The total standby leakage of a conventional 6T-SRAM cell is roughly 
expressed as 

 Istandby = 3Ioff + 2Igate  (4) 

where Igate is the gate leakage when the gate node of a transistor is high. We calculated the 
standby leakage of an SRAM between SOTB and bulk devices, taking variability into 
account. When Vth decreases from a typical value (ideally at the minimum Id point 
determined both by subthreshold and GIDL currents), Ioff increases on the subthreshold 
slope of 80 mV/decade. On the other hand, Ioff also increases with larger Vth because of the 
GIDL with a slope of 400 mV/decade. The summation of off-currents taking Vth distribution 
into account is expressed as 

  Ioff =  P ( Vth) x Ioff ( Vth)  (5) 

where P is a probability of Vth in the distribution, and Vth is the deviation from the typical 
Vth. The Vth of SOTB and bulk devices is 27 and 54 mV, respectively. Igate is calculated as a 
constant without taking variability into account because its value is much smaller for LSTP 
applications, where Jg is 2 x 10-3 A/cm2. The integrated standby leakage of 1-Mbit SRAM is 
shown in Fig. 13. One typical Ioff of SOTB devices is calculated as 10 pA/ m compared with 
bulk devices. The other typical Ioff value of SOTB devices is 1 pA/ m. When the typical Ioff = 
10 pA/ m, the standby leakage of the SOTB device is 44% that of the bulk ones. This result 
indicates that reducing Vth by half also reduces the standby leakage by half. Moreover, 
when the typical Ioff of an SOTB device = 1 pA/ m, the standby leakage can be further 
reduced to 6%. In the case of  Ioff = 1 pA/ m, which indicates a lower on-state current, the 
driving performance can be boosted by using back-gate biasing in the SOTB technology. 
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Fig. 13. Estimated standby leakage of 1-Mbit SRAM taking Vth variability into account. 

5. Conclusion 
Recently, the scalability of CMOSFETs has become a topic of utmost importance. In SOTB 
technology, scalability can be pursued by reducing the SOI and BOX thicknesses. The 
minimum SOI thickness is considered to be 6 nm, after which the influence of the quantum 
effect or mobility degradation appears (Uchida et al., 2001). Given this value and 
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considering the thickness variation, the minimum gate length of the SOTB CMOSFET is 
expected to be about 20 nm while maintaining a small Vth variation (Sugii et al., 2009). In 
addition, the applicability of back-gate biasing is important. Even if the uniformity of 
transistors is  not maintained, the characteristic variation can be eased by correcting Vbb.  
 In this chapter, it was shown that both operating voltage and standby power can be 
substantially reduced due to the low variability of the SOTB CMOSFET. This indicates that 
the power consumption of VLSI circuits can be drastically reduced. Moreover, when 
combined with Vbb control, it is possible to obtain the optimum power efficiency by flexibly 
changing Vdd and Vth to the operation situation. It is hoped that these flexible voltage 
controls will be applied to VLSI circuits in the future to meet the increasingly complex 
application demands. 
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1. Introduction  
1.1 Motivation for implementing high dielectric constant gate dielectric for advanced 
CMOS scaling 
Semiconductor devices need to have good performance, with a low cost and low power 
dissipation. For decades, research and development of semiconductor processing 
technology and device integration have focused on enhancing performance and reducing 
costs using SiO2 as the gate dielectric and doped polysilicon as the gate electrode. The most 
effective way to enhance performance and reduce costs is to scale the device gate length and 
gate oxide. Scaling the gate length results in fabricating more devices per wafer (i.e., 
increase the device density) and thus reduce the cost per chip, while scaling the gate oxide 
enhances the drive current and reduces the short channel effects due to gate length scaling. 
However, as the gate oxide becomes thinner, the power to operate transistors increases 
because of greater gate oxide leakage current. To resolve this high gate oxide leakage 
problem, the mechanism of the carriers tunneling through the gate dielectric must be better 
understood. In an ideal metal-insulator-semiconductor (MIS) device, the current conduction 
in the insulator should be zero. In a real MIS device, however, current can flow through the 
insulating film by various conduction mechanisms. The two primary conduction 
mechanisms for electron tunneling through high quality gate dielectric are discussed below.  

1.1.1 Direct tunneling 
In a metal-insulator-semiconductor (MIS) stack, when the oxide voltage (Vox) is smaller than 
the metal-insulator barrier height, the electron tunnels directly from the metal electrode into 
other semiconductor electrode through the insulator. This is known as the direct tunneling 
process. The equation for direct tunneling current density (current normalized by device 
area) is proportional to 

 JDT = A exp ( - m 1/2 Vb 1/2 Tox) = B exp ( - m 1/2 Vb 1/2 K) (1) 
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where m is the effective mass of the electron, Vb is the barrier height, Tox is the physical 
thickness of the gate oxide SiO2, K is the dielectric constant of the insulator, and A and B are 
pre-exponential factors. From this equation, one can observe that the Tox or K is the 
dominating factor in controlling the direct tunnel current density. The tunneling current 
density increases dramatically as the SiO2 becomes thinner. In general, the gate leakage 
increases 100 times for every 0.5 nm that the SiO2 is thinned. The gate leakage density is as 
high as the 10 E4 Amp/cm2 range for SiO2 as thin as 1.1 nm. The high gate leakage increases 
standby power consumption according to the following equation: 

 PSTANDBY = (Isubth + IGIDL + Ig).Vdd  (2) 

Where: Isubth: subthreshold leakage current 
 IGIDL: gate-induced drain leakage current 
 Ig: gate leakage 
 Vdd: supply voltage 
On the other hand, Eq. [1] shows that increasing the dielectric constant of an insulator 
dramatically reduces the direct tunneling current. This is because the gate oxide physical 
thickness (Tox) and the dielectric constant K of an insulator are correlated by the equivalent 
oxide thickness (EOT) defined as 

 EOT = (KSiO2/Kinsulator)Tinsulator (3) 

where KSiO2 and Kinsulator are the dielectric constant of SiO2 and the insulator, respectively, 
and Tinsulator is the physical thickness of the insulator. Based on this definition, an insulator 
material with a five times greater dielectric constant than SiO2 would require a five times 
greater physical thickness than SiO2 to keep the same EOT as SiO2. Therefore the tunneling 
current for a device using this insulator would be orders of magnitude lower than that using 
SiO2 because the tunneling leakage current decays exponentially as the insulator becomes 
thicker. 

1.1.2 Fowler nordheim tunneling  
When the oxide voltage (Vox) is greater than the metal/insulator barrier height, the electron 
tunnels from the metal electrode into the insulator conduction band first and then travels 
toward the other semiconductor electrode. This is known as the Fowler-Nordheim (FN) 
tunneling process. The equation for FN tunneling current density is proportional to 

 JFN = C exp ( - m 1/2 Vb 3/2 Tox) = D exp ( - m 1/2 Vb 3/2 K)  (4) 

where C and D are pre-exponential factors. From this equation, one can observe that the 
barrier height is the dominating factor in controlling the FN tunnel current density. 
Table 1 compares the exponent (the product of m, Vb, and K) shown in the equations of 
direct tunneling (low field) and FN tunneling (high field) for insulator materials with 
different Vb and K values. The results show the following: 
1. Although oxynitride processed by incorporating nitrogen into SiO2 was developed to 

increase the dielectric constant, the reduction of leakage current density is not enough 
to be used for highly scaled devices such as for the 45 nm technology node. Even for 
pure nitride (Si3O4) shown in the table, the exponent shown in the direct tunneling 
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equation is only about two times greater than that for SiO2 while the exponent shown in 
the FN tunneling equation is similar to that of SiO2. 

2. On the other hand, it is clear that an insulator with a K value of 25 reduces the exponent 
significantly in the direct tunneling Eq. [1] and more than two times in the FN tunneling 
Eq. [2]. 

 

Material Vb (Volts) K Low Field High Field 

SiO2 3.0 3.9 -6.75 -20.3 
Si3N4 2.0 7.8 -11.0 -22.1 

Ta2O6, HfO2, ZrO2 1.5 25 -30.6 -45.9 

Table 1. 

1.2 Motivation for implementing metal gates for advanced CMOS scaling 
1.2.1 SiO2/Polysilicon stack 
Figure 1 shows a schematic of a MOSFET in which the gate oxide is SiO2 and the gate 
electrode is doped polysilicon. Figure 2 shows the equivalent circuit of an MOS capacitor. 
The total MOS capacitance Cg can be expressed as 

 Cg-1 = Cox-1 + Cs-1 + Cp-1 (5) 

where Cox is the oxide capacitance, Cs is the silicon capacitance, and Cp is the polysilicon gate 
electrode depletion capacitance. 
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When the MOSFET is operated in inversion mode, the doped polysilicon gate energy band 
bending and charge distribution form a thin space-charge region. This results in a finite, 
bias-dependant value of Cp and causes polysilicon depletion. The Cp will reduce the value of 
the Cox for an applied gate voltage (Vg), which, in term, will degrade the MOSFET 
performance. Although the Cp can be reduced by increasing the dopant concentration in the 
polysilicon gate electrode, a high dopant concentration would result in dopant penetrating 
the gate oxide and induce a threshold voltage (Vt) instability problem. On the other hand, 
using a metal gate as the gate electrode could eliminate the polysilicon gate depletion 
problem without Vt instability concern because there is no need for dopant to be 
incorporated into the gate electrode. Another advantage of a metal gate is that the resistance 
of the metal gate electrode is less than a polysilicon gate. 

1.2.2 High dielectric constant insulator compatibility with gate electrode 
The compatibility of polysilicon gate electrodes with high dielectric constant (high-k) 
insulators raises some concern. Most metal oxides with a high dielectric constant used as a 
gate insulator react with polysilicon and degrade the gate dielectric. Furthermore, this 
interaction makes it difficult to control the MOSFET threshold voltage. On the other hand, a 
metal gate is more compatible with high-k metal oxides.  

2. Materials screening of high dielectric constant insulators and metal gates 
2.1 High-k gate dielectric screening 
2.1.1 Issues of high-k gate dielectric 
Some fundamental issues with implementing a high-k gate dielectric in MOSFETs are as 
follows: 
 Thermodynamic stability of high-k on silicon 
 Trade-off between the dielectric constant (K) and band gap (Eg) 
 Film microstructure: crystalline vs. amorphous 
 O2 and dopant diffusion through the grain boundary 
 Impact of the amorphous interfacial layer (IL) on the overall dielectric constant of the 

film, EOT scalability, interfacial roughness, and MOSFET mobility  
 Possible mobility degradation and high fixed charge caused by a high-k insulator 
 Compatibility with the gate electrode 

a. Thermodynamic stability of high-k on silicon 
An analysis of the Gibbs free energies governing the following chemical reactions for 
metal-Si-oxygen ternary systems is important in predicting stability. 
To avoid instability with Si to form SiO2, 

Si + Mox  M + SiO2 
To avoid silicide formation, 

Si + Mox  MSi +SiO2 
b. Trade-off between the Dielectric Constant (K) and Band Gap (Eg) 

From the direct tunneling Eq. [1], it is desirable to find an insulator with a high 
dielectric constant and high barrier to ensure low gate leakage current density. Since the 
barrier height values for most high-k metal oxides are not reported, the closest and 
most readily available indicator for the band offset is the band gap values. Figure 3 
shows the plot of band gap versus dielectric constant for various metal oxides. 
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Fig. 3. The trade-off between dielectric constant and band gap limits the choice of metal 
oxides. 

c. Film Microstructure: Crystalline versus Amorphous 
For polycrystalline metal oxide, the triple point may generate defects/voids, which will 
cause a device yield issue. In addition, oxygen, dopant, and impurities diffuse swiftly in 
the polycrystalline structure primarily through the grain boundary and degrade the 
electrical properties of the gate stack. Another potential concern is controlling the grain 
size among small devices and wafers. Amorphous metal oxides can reduce O2 and 
dopant diffusion and lower defectivity; however, they usually have a lower dielectric 
constant than those metal oxides with a polycrystalline structure. 

d. Oxygen Diffusion through the Grain Boundary of Metal Oxide 
There is a distinct processing difference between the metal oxides and conventional 
thermal oxide SiO2. Metal oxides are deposited on the silicon substrate instead of 
thermally grown like SiO2. The intrinsic quality of the deposited film is inferior to 
thermally grown film. A post-deposition anneal under dilute oxygen ambient is 
necessary for high performance devices. Most metal oxides with a high dielectric 
constant, however, form a crystalline structure after a relatively high temperature 
anneal. Therefore the oxygen contained in the ambient of the post-metal oxide 
deposition anneal diffuses through the grain boundaries of the metal oxides and reacts 
with silicon substrate, which forms a SiO2 interfacial layer (IL). 

e. Impact of the Amorphous Interfacial Layer (IL) on the Overall Dielectric Constant of the 
Insulator, EOT Scalability, Interfacial Roughness, and MOSFET Mobility  
The SiO2-like interfacial layer reduces the overall dielectric constant of the bi-layer gate 
dielectric (high-k on top of a SiO2 IL). The IL is about 1 nm thick, which would make 
scaling the EOT to less than 1 nm difficult. The interface between the IL and silicon 
substrate is rougher than the interface between conventional thermally grown SiO2 and 
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silicon, which may degrade channel carrier mobility and generate interface state 
defects. Figure 4 shows a transmission electron microscopy (TEM) image of the metal 
oxide MOS structure and the key concerns about the gate stack. 
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Fig. 4. 

f. Possible Mobility Degradation and High Fixed Charge Caused by the High-k Insulator 
Soft phonons in the metal oxide bonding structure contribute to the high dielectric 
constant property of metal oxides. Soft phonons are generated by high atomic number 
atoms resonating in their bonding structures. These phonons make a lattice contribution 
to the overall polarizability and therefore the high dielectric constant. There is a concern 
that the mobility of the channel carriers may be degraded by interactions with these soft 
phonons. 

2.1.2 High-k Gate Dielectric Candidates  
a. Metal Oxide 

After eliminating the metal oxides that are thermodynamically reactive with silicon 
substrates or that have a relatively low dielectric constant or small band gap, the 
remaining candidates fall under group IVB, IIIA, and IIIB of the periodic table. 
i. Metal Oxides Used for Memory Capacitors [1, 2, 3, 4] 

Candidates such as TiO2 and Ta2O5 have the advantage of having a relatively high 
dielectric constant and a history of processing in the industry. However, the 
following concerns make them unattractive for logic devices:  
 Small band gap 
 Instability with silicon substrates 
 High density of oxygen vacancies 
 Require an oxygen anneal to improve film quality, which results in oxidation 

of bottom leading to an undesirable increase in EOT 
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 Unstable microstructure 
ii. Group IIIA and IIIB Metal Oxides: Al2O3 and La2O3 [5, 6, 7] 

Both Al2O3 and La2O3 are thermodynamically stable with silicon substrates. In 
addition, Al2O3 is amorphous at 1000°C and has a relatively high band gap (8.7 eV 
~ SiO2�’s value). However, it has a relatively low dielectric constant; high oxygen, B, 
and P diffusion; and easily absorbs H2O. La2O3 has a relatively high dielectric 
constant (K ~ 27), but the band gap is small (4.3 eV) and it very easily absorbs 
moisture from the ambient. 

iii. Group IVB Metal Oxides: HfO2 and ZrO2 [8-18] 
These metal oxides have reasonably high dielectric constants and band gaps (see 
Figure 3). Both ZrO2 and HfO2 devices have demonstrated a many orders of 
magnitude reduction in gate leakage with an EOT around 1.0 nm and well-behaved 
transistors. However, they have high O2 and dopant diffusivity due to their 
crystalline microstructure. ZrO2 has a relatively stronger interaction with 
polysilicon gates than HfO2. Figure 6 shows the interfacial layer thickness beneath 
ZrO2 increases as the post-deposition anneal temperature increases from 550 to 
650°C.  

 

ZrO2

Interfacial
layer

550 C PDA 650 C PDA

ZrO2

Interfacial
layer

ZrO2

Interfacial
layer

550 C PDA 650 C PDA
 

     Fig. 6. [13] 

Figure 7 shows the x-ray photoelectron spectroscopy (XPS) spectra of the interface 
between ZrO2 and the polysilicon gate. The polysilicon gate was deposited in situ 
on ZrO2. XPS reveals that ZrO2 decomposes into a Zr metal compound when the 
gate stack is annealed in nitrogen at 950°C under ultra-high vacuum leading to a 
high gate leakage current. It also shows the formation of interfacial SiO2 between 
ZrO2 and the polysilicon gate during polysilicon deposition. These results suggest a 
strong interaction between ZrO2 and SiH4 during polysilicon deposition at 550 to 
620°C.  
On the other hand, HfO2 metal oxide is thermodynamically more stable with 
silicon than ZrO2. Figure 8 shows the XPS spectra of the interface between HfO2 
and the polysilicon gate. Unlike the ZrO2 film, the HfO2 film remains stable after 
polysilicon deposition and a post-anneal in nitrogen up to 950°C. 
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Fig. 7. [14] 
 

 
Fig. 8. [9] 

b. Metal Silicates (M-Si-O) [19-22] 
Adding silicon to metal oxide can maintain the amorphous phase up to a medium 
temperature such as 800°C depending on the silicon concentration. These metal silicates 
are thermodynamically stable with the silicon substrate. Figure 9 shows the TEM cross-
sections of a gate stack composed of ZrSixOy silicate deposited on a silicon substrate 
with an aluminum metal electrode. No interfacial layer forms between the zirconium 
silicate and the silicon substrate after annealing at 800°C for 30 minutes in nitrogen 
ambient. The interface is atomically sharp, and the film remains amorphous after the 
anneal. However, there is a possible phase separation with a high temperature anneal 
and the dielectric constants are lower than metal oxide candidates such as ZrO2 and 
HfO2. 
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Fig. 9. [21, 22] 
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Fig. 10. 

2.1.3 High-k dielectric deposition techniques 
An important factor in determining the final choice of high-k dielectric is the deposition 
process, which must be compatible with current CMOS processing, cost, and throughput. In 
general, there are four major deposition techniques: 
 Metal organic chemical vapor deposition (MOCVD) is commonly used, but the C, H, 

and OH impurities contained in the film are a major concern. 
 Physical vapor deposition (PVD) is good for evaluating new materials. However, the 

purity of the target and plasma-induced damage are common concerns. 
 Molecular beam epitaxy (MBE) is good for interfacial control, but the throughput is 

rather low. 
 Atomic layer deposition (ALD) has high uniformity control and good conformality. 

However, throughput is low and the process is sensitive to surface preparation. 
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Potential contamination with Cl, C, H, and OH impurities is also a concern. Figure 10 
shows a typical ALD process to fabricate metal oxide [23, 24]. 

In summary, same high-k materials fabricated by different deposition tools, processes, and 
precursors result in different properties. The final choice of the deposition technique needs 
to balance cost, throughput, tool reliability, film properties, and device performance and 
reliability. 

2.1.4 High-k gate dielectric device integration issues [17] 
a. Device Size Dependence of Gate Current Density 

Figure 11 shows that the gate current density of the ZrO2/polysilicon gate stack has a 
strong dependence on device size. At 2 V, the leakage current density for the 14 µm 
NMOS (PMOS) device is 9X (7X) that of a 1.4 µm device. Figure 12 shows the TEM cross-
section of the PMOS capacitor with a longer gate length. It is clear that some reactions 
have occurred at the polysilicon/ZrO2 interface. The TEM cross-section (Figure 13) shows 
a nodule extending above and below the polysilicon/ZrO2 interface. The penetration into 
ZrO2 creates a conduction path that results in a high gate leakage current. The longer gate 
length results in a higher probability that conduction paths will be formed. 
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Fig. 12. 
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Fig. 13. 

b. Lateral Oxidation Model [17] 
Figure 14 shows that no nodule is observed at the edge of the devices. A detailed XTEM 
analysis found the first nodules located ~ 2�–3 µm from the edge of the polysilicon gate. 
This observation suggests that devices with 4�–6 µm or smaller gate lengths are nodule-
free. It is proposed that active oxygen diffuses through the metal oxide and grows an 
oxide (SiO2) at the polysilicon interface (Figure 15). The oxide prevents nodule 
formation during a high temperature anneal such as a source/drain anneal. Oxidation 
at the center of large devices is insufficient to prevent the formation of nodules, which 
cause high leakage current. 
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Fig. 14. 
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2.1.5 High-k dielectric summary 
Select high-k metal oxides with thin EOTs have demonstrated an orders of magnitude lower 
gate leakage than SiO2. However, it is still a challenge to achieve an EOT thinner than 1.0 nm 
after transistor fabrication. Degradation in device mobility is observed when using a high-k 
dielectric. This is more problematic for low EOT applications. Since compatibility with 
polysilicon gate electrodes is a major concern for some potential metal oxides and metal gate 
has several advantages, a high-k/metal gate stack is the choice for advanced devices. 

2.2 Metal gate electrode materials screening 
2.2.1 Materials constraints 
A key issue for metal gate materials research is controlling the work function of metal gate 
electrodes after CMOS processing. There are two choices of metal gate implementation. The 
first type is a single metal electrode with a work function near the mid-gap (~ 4.6 eV) using 
additional processing or incorporating additional materials to control the work function of 
CMOS devices. The second type is a dual metal gate electrode with one metal having a work 
function (4.1 eV) near the conduction band of the silicon substrate (EC) for NMOS and the 
other one having work function (~5.2 eV) near the valence band of the silicon substrate (EV) 
for PMOS (Figure 16). The metal electrode materials should have thermal, chemical, and 
mechanical stability with the high-k gate dielectric and surrounding material during CMOS 
processing. It is desirable to have a metal gate with a low sheet resistance that is compatible 
with CMOS process integration, either a conventional �“gate first�” or replacement �“gate last�” 
approach. Metallic elements, compounds (nitrides, silicides, carbides, borides, etc.), and 
solid solutions are possible candidates.  
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Fig. 16. 

Work functions can be obtained from MOSCAPs of various oxide thicknesses using the 
following equation: 

 Vfb = MS + QF/COX (6) 

An intersect in the Y-axis of the Vfb versus EOT plot is the work function (Figure 17). Table 2 
shows the work function values for some potential metal gate electrode candidates. 
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     Fig. 17. [25] 

 

Gate Material
Work Function (MOS)

(eV)

Ti 4.17, 4.33, 4.6
TiN 4.95

TiSi2 3.67-4.25
Zr 4.05

ZrN 4.6
ZrSi2 -

Ta 4.25, 4.6, 4.15-4.25
TaN 5.41

TaSi2 4.15
Nb 4.3, 4.02-4.3

NbN -
NbSi2 4.35-4.53

W 4.75, 4.72, 4.55-4.63
WNx 5
WSi2 4.55-4.8

Mo 4.64, 4.53-4.6
MoN 5.33

MoSi2 4.6-4.8, 4.9
Al 4.1

 
Table 2. 
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2.2.2 Metal electrode material deposition method and film properties 
Metal deposition processing parameters and post-deposition processing affect the metal film 
properties such as resistivity, microstructure (grain size and orientation), stress, and 
adhesion. Deposition processes such as CVD and PVD are common methods. In general, 
CVD films provide better conformality and negligible damage compared to PVD films, but 
the process may incorporate contaminants. Atomic layer deposition (ALD) shows excellent 
conformality, but throughput is low. Figures 18 and 19 show the impact of the metal gate 
deposition process on device performance and gate leakage current, respectively. The device 
with a SiO2/PVD TiN metal gate stack results in lower mobility than CVD TiN or 
polysilicon gated devices. The devices with a SiO2/PVD TiN gate stack result in a 100X 
higher gate leakage current than devices fabricated with CVD and ALD.  
 

 
Fig. 18. [26] 

 
Fig. 19. [27] 
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2.2.3 Metal gate device integration issues  
The dual metal gate approach that needs different metal gate materials for NMOS and 
PMOS, respectively, increases process complexity dramatically. Contamination (mostly 
from CVD) and plasma damage (mostly from PVD) affect gate device parameters such as Qf, 
Dit, Vt stability, and gate oxide integrity. Another concern with metal gates is poor oxidation 
resistance. The etchability of metal materials, especially selectivity to metal oxides, is a key 
area for process development. 
a. Conventional �“Gate First�” CMOS Integration 

Conventional gate first integration involves the ability to etch the gate material. For 
example, Figure 20 shows a nitride/W/TiN gate electrode stack on top of gate oxide. 
The gate electrode materials must be protected from oxidation or attack by wet 
chemicals. The gate electrode materials must also be stable with their surrounding 
materials during high temperature steps. These requirements may limit the choices of 
materials for metal gate materials along with alternative high-k dielectrics.  

 

 
Fig. 20. [28, 29] 

b. Replacement �“Gate Last�” CMOS Integration 
This integration eliminates many constraints posed by conventional �“gate first�” 
integration such as process-induced damage, the requirement to etch new materials, 
thermal/chemical stability concerns, stress-induced diffusion issues. After completing 
conventional MOSFET fabrication with replacement polysilicon, gate oxide is deposited 
and using chemical-mechanical polishing (CMP) technique to flatten the top surface 
(Figure 20a). A wet etch or dry etch process is used to etch off the polysilicon gate 
(Figure 20b) followed by a new metal gate electrode material and a new gate dielectric 
deposition (Figure 20c). Another CMP process or a second patterning of the gate is used 
to form the final structure. 
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Fig. 20. [30] 

c. Summary 
A single metal gate with a mid-gap work function may not be able to achieve a low 
MOSFET threshold voltage and boost performance; however, it has potential for fully 
depleted silicon-on-insulator (FDSOI) applications. Dual metals with work functions 
similar to n+ polysilicon and p+ polysilicon pose significant integration challenges. 
Thermodynamic and mechanical stability is an important issue in the choice of metal 
gate materials. Both the gate first and gate last integration have advantages and 
disadvantages. The final choice of integration scheme will be decided by performance, 
yield, and cost. 

3. Device characteristics using High-k/Metal Gate (HKMG) stack 
3.1 Impact of defects in the HKMG stack on device performance and reliability 
As mentioned in section 2.1.1.d, the deposited high-k gate dielectric contains a high defect 
density in the bulk even after a post-deposition anneal (PDA). The quality of the interface 
between the silicon substrate and interfacial layer (IL) is not as good as the interface 
between silicon and conventional thermally grown gate oxide SiO2. A TEM cross-section of 
the HKMG gate stack, shown in Figure 21, highlights the different regions of the gate stack. 
The defects in the bulk of the high-k gate dielectric and at the interface between the silicon 
substrate and IL have a significant impact on device performance and reliability, such as 
threshold voltage stability. As discussed in Section 2.1.2.a.iii, the best candidate for a high-k 
dielectric is Hf-based metal oxide. Therefore the following discussion is based on 
HfO2/metal gate stacks. 
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3.1.1 Si/IL interface improvement �– stressed relaxed pre-oxide [31] 
Depositing high-k on top of thick, high quality, thermally grown SiO2, taking the advantage 
of its better interface quality, is not desirable because we need a thin gate dielectric to 
increase transistor speed. To solve this problem, a stress relieved pre-oxide (SRPO) process 
has been developed to improve the interfacial properties between the high-k dielectric and 
silicon substrate while maintaining the required thinness to meet the speed enhancement 
requirement for integrated circuits. The experiment discussed here is as follows. The SRPO 
is formed by growing a relatively thick thermal oxide with a high temperature anneal 
(higher than the SiO2 glass flow temperature of ~ 980°C) for stress relief followed by etching 
the thermal oxide back to 10 Å using a diluted 700:1 hydrofluoric acid: H2O solution. The 
HfO2 is then deposited by ALD. After the high-k dielectric undergoes a PDA, a TaSiN metal 
gate is deposited. A commercial CMOS process technology with a source/drain anneal at 
1000°C was used to fabricate metal gate/high-k stack nMOSFETs on bulk silicon [32]. Fig. 22 
compares the threshold voltage (Vt) shift under constant voltage stress for the control split 
using the standard process (an RCA clean followed by ALD HfO2 with a TaSiN metal gate) 
and the new SRPO process with a TaSiN/HfO2 gate stack for short channel devices (W/L = 
10 µm/0.15 µm). The SRPO with a TaSiN/HfO2 stack results in a 3X smaller Vt shift than the 
standard process. These results suggest that devices with the standard process suffer 
process-induced gate edge damage during transistor fabrication, which increases the Vt shift 
due to greater trap generation. The process-induced gate edge damage is reduced 
significantly when using SRPO due to the high quality interfacial layer under the HfO2, 
which suppresses interface trap and border trap generation during constant voltage stress. 
To assess process-induced gate edge damage, the charge pumping current was measured on 
short channel devices using a pulse string with a fixed base level and varying pulse heights 
[33] under drain or source bias to detect local charge at the gate edge. The results show less 
interface and border state trap density for HfO2/SRPO devices than for HfO2/RCA devices. 
The stressed charge pumping results clearly show that the SRPO pre-treatment is much 
more robust than the RCA pre-treatment under process-induced local charge generation 
near gate edges. Fig. 23 shows that the normalized transconductance (Gm) of TaSiN-gated 
short channel devices with SRPO is higher than the standard pre-treatment due to better 
interface properties with the SRPO process. The fundamental difference between a chemical 
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oxide formed after an RCA clean and SRPO is as follows. The quality of the chemical oxide 
is poor and has a lower density than thermally grown SiO2. It is susceptible to process-
induced gate damage. On the other hand, for thermally grown SiO2, a mechanical stress 
builds up as the SiO2 becomes thicker during oxidation caused by the molar volume 
mismatch between Si and SiO2 and their different expansion coefficients. The stress 
degrades the Si-O bonding configuration near the interface between SiO2 and the silicon 
substrate. The quality of the sub-oxide layer underneath the bulk SiO2 is poor. It is therefore 
important to relieve the stress build-up during oxidation to have a high quality sub-oxide. 
Annealing the oxide at a temperature higher than the SiO2 glass flow temperature (~980°C) 
allows the SiO2 to �“flow�” and the bonding configuration near the interface to be rearranged, 
improving the sub-oxide quality. The SRPO process grows a relatively thick thermal oxide 
during a high temperature (~ 980°C) anneal, resulting in a high quality sub-oxide followed 
by an etch back to 10 Å using a diluted HF solution. The 10 Å SiO2 serving as a pre-oxide 
before high-k deposition thus becomes a high quality film. Excellent cross-wafer inversion 
Tox uniformity is demonstrated using the SRPO pretreatment for an array of twenty-eight 10 
µm  10 µm (W/L) devices as shown in Fig. 24. 
 

 
Fig. 22. 

 
Fig. 23. 
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Fig. 24. 

3.1.2 Si/IL interface improvement �– deuterium incorporation [34] 
The other approach to improve interface robustness is to incorporate deuterium into the 
interface between the silicon substrate and IL because the Si-D bonds are much harder to 
break than Si-H bonds. One effective way to incorporate deuterium is to use D2O instead of 
H2O as the oxidant precursors during ALD [34]. Introducing deuterium in situ during ALD 
is an effective way to passivate the Si dangling bonds because it does not require the pre-
existing hydrogen to be replaced. Hydrogen can be introduced easily from the processes 
after high-k gate dielectric deposition. Fig. 25 compares the threshold shift for nMOSFETs 
under positive bias stressing at 25°C and 125°C. A significant reduction in Vt shift is 
observed for D2O-processed HfO2 devices. The presence of deuterium at the interface is 
supported by the low energy secondary ion mass spectroscopy (SIMS) analysis (Fig. 26), 
which reveals a spike of deuterium at the 7E17 at/cm3 level. To improve the depth 
resolution of SIMS, we used 100 Å D2O-processed HfO2 to prepare the test wafers. The SIMS 
analysis of another sample prepared by using 100 Å H2O-processed HfO2 shows no 
deuterium at the bottom interface. 
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Fig. 26. 

3.1.3 Fluorine passivation coupled with SRPO [35] 
In addition to the defects at the interface, defects contained in the bulk HfO2 will degrade 
device reliability and performance. Incorporating fluorine into the bulk HfO2 and interfaces 
can passivate the defects, thus improving the device robustness and speed. Combining 
SRPO interface engineering and defect passivation with fluorine in a high-k/TaxCy stack 
showed excellent Vt stability [35]. The positive bias temperature instability (PBTI) time to 
failure (TTF)-lifetime extraction using stress voltages in the direct tunneling regime is shown 
in Fig. 27. Fluorinated devices exceed the Vt TTF lifetime target (<30 mV Vt shift in 10 years 
at 105°C for Vdd = 1 V) with a sufficient margin and reveal about a four orders of magnitude 
longer PBTI lifetime than the control that does not incorporate fluorine. SIMS analysis 
results confirmed the incorporation of fluorine at the interfaces and bulk high-k [35], which 
is expected to reduce the defect density and thus reduce charge trapping. It has been shown 
that oxygen vacancies are the major defects in the bulk HfO2 [36]. Table 3 shows the results 
of atomistic calculations of the formation energies of fluorine-passivated oxygen vacancies 
in the bulk of the Hf-based high-k using density functional theory (DFT) [37, 38] as 
implemented in the local orbital SIESTA code [39]. The results show that the fluorine 
passivation of threefold (V3) or fourfold (V4) oxygen vacancies is energetically favorable 
and can therefore lead to less trapping. Fig. 28 shows the structure used to calculate a 
fluorine atom at a V3 site. The structure of the fluorine-passivated V4 defect (not shown) is 
similar. To electrically support the bulk trap density reduction from fluorine incorporation, 
stress-induced leakage current (SILC) was measured. Fig. 29 compares the SILC of 
fluorinated devices with the control. Fluorine incorporated in the bulk reduces the SILC 
significantly. The results are consistent with bulk defect passivation by incorporating 
fluorine. Finally, Fig. 30 shows the gate leakage for the fluorinated high-k/TaxCy stack 
devices is over 4 orders of magnitude lower than that of silicon oxynitride.  The CETinv is 
the sum of EOT and the quantum mechanical effect in the silicon substrate, which is around 
0.4 nm.  
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Reaction Energy Gain 
(eV) F Coordination # F Charge 

Hf-V3-Hf + F(interstitial)   
Hf-F-Hf -7.66 3 7.18 

Hf-V4-Hf + F(interstitial)   
Hf-F-Hf -7.66 3�–4 7.18 

Table 3. 
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Fig. 30. 

3.2 Threshold voltage turning 
3.2.1 Effective work function of metal gates 
In an nMOSFET device, threshold voltage (Vt) is the voltage at which electrons in the 
inversion layer formed at the substrate Si/dielectric interface are sufficient to produce a 
conducting path between the MOSFET source and drain (S/D). In CMOS applications, the 
effective work function (EWF) of metal gate electrodes is an important parameter as it 
determines the flatband voltage (Vfb) and, subsequently, the Vt of MOSFETs. If no charge is 
present in the oxide or at the Si/dielectric interface, the Vfb equals the work function 
difference between the gate metal and the semiconductor substrate as shown in Eq. [7]. The 
work function values shown in Table 2 are based on this simple method. However, the work 
function of the metal, and thus the Vt obtained after the CMOS processing, is likely different 
from that obtained from Eq. [7]. The work function obtained after the CMOS processing is 
called the EWF, which determines the final Vt of CMOS.  
A precise measurement of the metal gate EWF is crucial to identifying the optimal electrode 
material. However, EWF measurements of metal electrodes on high-k dielectrics have 
shown a dependence on the particular dielectric material and are further complicated by 
Fermi-level pinning at the high-k/metal interface [40]. Insufficient understanding of metal-
electrode systems and their interactions with underlying dielectrics has contributed to 
inconsistent EWF values. It has further been reported that factors such as specific processing 
and associated thermal budgets affect the final EWF of high-k/metal electrode systems [41] 
due to composition variations and the temperature-driven crystalline phase production of 
metal (metal oxides, metal nitrides, and metal oxynitrides) electrodes.  
The EWF of metal electrodes on high-k material may be extracted more precisely from MOS 
capacitors fabricated by depositing and patterning the high-k dielectric and metal gate 
capacitor structures on a �“terraced�” oxide layer consisting of incrementally thicker layers of 
thermally grown SiO2 [42]. The multiple oxide thicknesses (1.0, 1.5, 2.5, 3.5 nm) on a single 
wafer are achieved by growing a relatively thick oxide and selectively etching regions with 
diluted hydrofluoric acid. Complete details of this etch process and evaluated work function 
results have been described previously [42]. Fig. 31 illustrates the bottom SiO2 terrace step 
thickness measurements recorded by spectroscopic ellipsometry (SE) in a diameter scan 
across the wafer. The wafer image insert in Fig 30 illustrates the concentric thickness bands. 
To evaluate metal gate work functions on high-k films, a fixed amount of high-k (~ 2.0 nm) 
is deposited on the terraced oxide followed by ALD of a 10 nm TiN (or other metal) gate 
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electrode. The EWFs for terraced oxide stacks were extracted using Eq. [7b] [42], which is a 
simplified form of the general model given by R. Jha [43] (Eq. [7a]) to enable linear 
extraction of the Vfb-EOT relationship: 
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Fig. 31. Illustration of etched oxide thickness as a function of position across the diameter of 
a 200 mm wafer. [42] 
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With the terraced oxide structure, a constant fixed interface charge between the Si substrate 
and dielectric (Qf) is maintained across the varying oxide thicknesses, minimizing wafer-to-
wafer variation associated with multiple wafer extraction methods. Qf can be calculated 
from the slope of the Vfb-EOT relationship. The SiO2 bulk charge term in Ref. [43] can be 
neglected to simplify the extraction since this bulk charge contribution is far less than that of 
Qf [44]. The extracted y-axis ordinate intercept value contains the contribution of the metal 
WF as well as the high-k/SiO2 interface charge (Qi) and high-k  bulk charge density ( b) 
terms (th: high-k physical thickness, tox: SiO2  physical thicknesses, t: total physical thickness 
of high-k/SiO2 stack; EOTh: high-k EOT; EOT: EOT of high-k/SiO2 stack, h: high-k 
dielectric constant, ox: SiO2 dielectric constant). The contributions of charges in the high-k 
on Vfb are controlled and can be minimized (~ +50 mV) by using a fixed and thinned high-k 
film (2�–3 nm), thus enabling accurate extraction of the EWF. The resultant terraced oxide 
capacitors exhibit excellent linear Vfb-EOT fits with minimal effects from variations in fixed 
charge at the Si/SiO2 interface.  

3.2.2 Dielectric capping for work function tuning 
Although TaSiN (nMOS), TiN (pMOS), and Ru (pMOS) on HfO2 have been demonstrated in 
CMOS integration [45, 46], the use of dual metal gates must address the significant 
complexity of optimizing two different metal etch processes. A single metal gate approach 
for CMOS integration provides several advantages over the dual metal electrode process, 
specifically a more straightforward integration and less demanding gate etching process 
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optimization and control. A single metal gate, however, requires tuning the EWF value to 
obtain the proper n- and p-type threshold voltage. These tuning efforts have given rise to an 
extensive study of the impact of capping layer, a thin metal oxide incorporated between the 
Hf-based high-k dielectrics and metal gates, whereby a single metal gate CMOS process can 
be implemented with either single or dual cap layer approaches [47]�–[52]. 
Thin cap layers (  1 nm) such as Dy2O3 and Al2O3 deposited on the high-k gate dielectric 
followed by thermal annealing drives the metal atoms of the cap layer into the high-k layer 
(and bottom SiOx interface layer). Appropriate control of cap layer doping (depth of 
diffusion) has tuned the EWF of metal electrodes by dipole formation at the interface 
between the high-k and bottom interfacial SiOx layer. The EWF of metal electrodes can be 
shifted toward the valence and conduction bands of Si using AlOx and LaOx capping layers, 
respectively [52]�–[55]. Performance data suggests that AlOx capping is also effective after 
high temperature processing, indicating that Al atoms need to diffuse to the interface 
between the HfO2 and the interfacial SiO2 layer to shift the EWF [56]. Modulating LaOx 
within the HfO2 has been shown to contribute to this EWF shift as a result of La 
concentration at the SiOx/HfO2 interface. The relative concentration trends with the amount 
of EWF shift [57]. Coincident Hf and La EELS element profiles and SIMS profiles in Fig. 32 
and Fig. 33, respectively, verify that La migrates from a La2O3 cap layer into un-annealed 
HfO2 [58]. These observations can make the dipole moment formed at the internal interface a 
more feasible explanation for EWF tuning.  
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Fig. 32. EELS scan showing intermixing of HfSiO and La2O3. 

Analysis of the energy band diagram of the multilayer dielectric stack suggests that the EWF 
of the gate stack can be modified by the dipole at the interface between two dielectric layers, 
typical of the high-k gate stack (i.e., the Si/SiOx/HfO2/electrode, where a SiO2-like IL is 
formed). As indicated above, such a dipole layer can be formed by introducing metal ions 
into the IL near its interface with the high-k film. The electronegativity of the metallic 
elements with respect to Hf atoms presents a plausible case for a model explaining EWF 
tuning [59]. Fig. 34 illustrates the effect of a band offset change between the high-k and 
interfacial oxide induced by incorporating metal ions into the interfacial layer. A metallic 
element can be incorporated in the IL by diffusion during thermal processing, specifically 
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with a high temperature (~ 1000°C) S/D dopant activation anneal. Based on their 
electronegativity relative to Hf, metallic elements can generate either �“positive�” (i.e., Al (Ti)-
O-Hf) or �“negative�” dipoles resulting in a higher or lower EWF, respectively. Furthermore, 
ab initio calculations show that the Al-O-Hf dipole results from substituting Al for Si in SiO2 
near its interface with HfO2, thereby significantly reducing the SiO2/high-k valence band 
offset and thus effectively increasing the EWF [60]. 
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Fig. 33. SIMS profile confirms intermixing of La2O3 with the HfSiO layer. 
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Fig. 34. Band diagram illustrating the EWF change of the metal gate depending on the type 
of dipole. 

In nFETs, La is found to be the most effective dopant based on its overall effect on Vt, EOT 
scaling, mobility, and reliability [50, 53, 54]. An Al2O3 cap has been widely used for pFETs, 
but it increased the EOT [52] (since it has a relatively lower dielectric constant value) as well 
as raises reliability concerns due to Al diffusing into the interfacial oxide layer [52]. In 
addition, the Vfb�–EOT roll-off phenomenon (see next section) was observed in Al2O3-capped 
gate stacks, making it even more difficult to achieve a proper Vfb (Vt) for pMOS. 

3.2.3 Vfb-EOT Roll-Off 
When gate stack film systems consisting of a metal electrode, high-k dielectric, and SiO2 IL 
were used in devices of practical interest with scaled EOTs, their Vfb values at thin gate 
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stacks were found to be significantly less than those obtained in test structures with thicker 
gate stacks. This is most remarkable in gate stacks with high EWFs [61], as seen in Fig. 35 
showing a grand plot of Vfb vs. EOT in pMOSCAPs with various metal gates fabricated on 
terraced oxide structures. The Vfb roll-off starts at a certain minimal thickness of the SiO2 IL 
and increases as the SiO2 becomes thinner. One can clearly see a gradual reduction of Vfb as 
the gate stack EOT scales below a certain value. It is more prominent in gate stacks annealed 
at higher temperatures and/or for a longer anneal time. This Vfb-EOT roll-off phenomenon 
is a thermally activated process that suggests an intrinsic relation to the EWF values of the 
gate stack and/or the change in electrical integrity of the physically scaled bottom interface 
layer.  
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Fig. 35. Dependence of Vfb on EOT in high-k terraced oxide capacitors with metal electrodes 
of different WF values.  
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Fig. 36. Advantages of fluorine incorporation for Vfb-EOT roll-off reduction 

The likely root cause of the Vfb-EOT roll-off problem in HKMG devices is the oxygen 
vacancies in the high-k stack, which trigger the generation of defects at the bottom of the 
SiO2/Si interface. Therefore processes that can minimize the oxygen vacancy density in the 
high-k bulk and/or enhance the robustness of the SiO2/Si interface are critical to reducing 
the Vfb-EOT roll-off in advanced HKMG devices. From the point of view of interface quality, 
stress in the transitional region of the SiO2 interfacial layer enhances the diffusion of oxygen 
up from the interface, which makes the Vt roll-off problem more severe. Therefore a stress-
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relieved SiO2/Si interface is desirable to minimize Vt roll-off. The SRPO process, deuterium 
incorporation, and the combination of SRPO with defect passivation with fluorine (see 
section 3.1.3) are effective approaches to minimize the Vfb-EOT roll-off problem. Indeed, F+ 
implanted in the gate stack with 1 nm SiO2 under 2 nm HfSiOx followed by a 1000°C/10 sec. 
anneal [62] significantly reduces the roll-off (Fig. 36).  

4. Conclusion 
The high-k/metal gate stack has been used for high performance and low power 
semiconductor products replacing the SiO2/polysilicon stack, which has been used for 
decades. The motivation for this replacement as well as materials screening for the high-
k/metal gate stack have been discussed. Two major advantages of implementing HKMG 
stacks are that they contribute to reducing the gate leakage current and scaling the EOT of 
advanced CMOS. Progress in high-k/metal gate device threshold voltage tuning, including 
an evaluation of capping layers, has also been presented. While nMOS Vt is acceptable for 
various applications of Si CMOS devices, achieving a targeted pMOS Vt is still challenging 
due to Vfb-EOT roll-off issues. Approaches to minimize the pMOS Vfb-EOT roll-off problem 
have been outlined. Clearly, CMOS scaling will continue to provide opportunities for 
exciting research in high-k/metal gate modules in the future.  
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1. Introduction      
Metal gate electrode together with high dielectric constant or high-  insulator is considered 
as one of the critical technology enablers to scale the CMOS devices into sub-45nm region 
(ITRS, 2007; Mistry et al., 2007), due to the following concerns on the conventional poly-Si 
electrode and Si oxynitride dielectrics stack:  
1. Poly-depletion effect to add an equivalent oxide thickness or EOT up to ~0.5 nm to the 

gate stack, which is a significant portion for the overall targeted EOT requirement of  
~1 nm;   

2. Excess gate leakage when the EOT of the gate stack is reduced to sub-1nm;  
3. High resistance for the poly electrode.   
Additional benefit of using metal gate / high-  dielectrics is on the improvement of the 
device variability as no poly-Si doping is needed.  Integration of metal gate /high-  
dielectrics using a conventional gate-first route (i.e. the gate stack undergoes a source/drain 
activation annealing) is attractive as compared to a gate-last route, as the gate first approach 
is more compatible with the conventional poly-Si/SiON flow, and hence low-cost 
fabrication is feasible. In addition, in the gate-first flow, the gate stack can afford a high 
thermal budget process, which is required for embedded application (e.g. DRAM). In this 
chapter, Lanthanum Oxide, (LaOx, with  ~20 and an Eg ~ 5.5eV) dielectric capping 
incorporation into the Hf-based host high-  dielectrics is firstly demonstrated as a practical 
solution to achieve low threshold-voltage or VT metal-gated uni-channel nMOSFETs 
fabricated using a gate-first flow (Kubicek et al., 2007; Narayanan et al., 2006).  Further, a 
comprehensive study is presented on the integration of LaOx capping layer for sub-32nm 
metal gated CMOS devices with Hf-based high-K dielectrics in a gate first manner.  Two 
different integration routes, i.e. Dual Metal Dual Dielectric flow or DMDD (hard-masks to 
pattern selectively nMOS and pMOS) and Single Metal Dual Dielectric flow or SMDD (soft-
mask processes), are presented and compared. The device reliability study is also provided.  
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2. Experimental 
Hf-based high-  dielectrics, e.g. 1.8nm HfSiOx with 60% of Hf by metal-oxide chemical 
vapor deposition, or 1.5nm HfO2 by atomic layer deposition, were used as host dielectrics. 
An interfacial layer of ~1nm thermal SiO2 was formed before high-  dielectrics deposition. 
LaOx capping layer with various thickness was deposited via atomic layer deposition, and 
incorporated immediately below and above Hf-based high-  layer. A 10nm Ta2C electrode 
by physical vapor deposition or TaCNO electrode by metal-oxide chemical vapor deposition 
with a 100nm Poly-Si cap layer was then deposited as metal gate. Considering the ultra-
shallow junction requirement, source/drain was activated with various thermal budgets: i.e. 
via Low (1150oC), Medium (1250oC), and High (1350oC) Laser Power anneals (LLP, MLP 
and HLP), or spike anneals (1035oC).  CMOS transistors were fabricated via either DMDD or 
SMDD approach. Note that Al2O3 by atomic layer deposition was used as the dielectrics 
capping incorporated in Hf-based host dielectrics in pFETs to tune the VT.  

3. Results and discussion 
3.1 NFETs VT dependence on LaOx capping layer thickness, post-annealing condition, 
and location 
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Fig. 1. Relation between nMOS peak mobility and VT for different La2O3 cap thicknesses on 
HfSiON with Ta2C metal gate electrode. 

In Fig.1, it is seen the nFETs VT (Lg = 1µm) is effectively reduced up to 600mV when 
increasing the La2O3 cap thicknesses. However there is a penalty of considerable mobility 
degradation for the case of using 1nm think La2O3 cap. Thus 0.5nm thickness is considered 
as the optimum La2O3 cap thickness for the device integration described in the following 
part of this paper. 
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Fig. 2. Ta2C metal gated NFETs VT dependence on various thermal budgets applied for 
source/drain activation when positioning LaOx capping layer above or immediate below 
HfSiO host dielectrics. 

In Fig. 2, the impact of laser annealing conditions (low, medium and high laser power) on 
VT of nFETs with LaO capping layer positioning above or immediately below HfSiO is 
shown and compared to the spike- rapid thermal annealed reference. When LaOx is on top 
of HfSiO, it is seen that only when applying high laser power, VT lowering is comparable to 
the reference sample. On the other hand, device VT can be effectively reduced regardless the 
thermal budget applied when positioning LaOx immediately below HfSiO. It is naturally 
concluded that the La at the interface between HfSiO and SiOx interfacial layer plays a 
critical role to modulate the nFETs VT: In case of LaOx is on top of HfSiO, when applying 
high thermal budget (i.e. the high power laser annealing or the spike annealing in this 
work), La can be driven to diffuse to reach the interface between HfSiO and interfacial layer, 
effectively driving down the VT.  It is worth mentioning that the gate leakage vs. EOT would 
not be degraded with the adding of LaOx capping layer into the HfSiO host dielectrics, as 
shown in Fig. 3, partially due to the excellent  and Eg value of La2O3.  Further from Fig. 3, it 
is noted that Ta2C gated devices exhibit better EOT scalability than the TaCNO case, and the 
reason shall be discussed in part 3.3 of the paper. 
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Fig. 3. JG vs. EOT for Ta2C/ TaCNO gated devices with LaO capping incorporated HfSiO 
dielectrics. 

3.2 Integration LaOx capping layer into CMOS devices 
CMOS transistors were fabricated using both DMDD and SMDD approaches. Fig.4 outlines 
the schematic DMDD integration flow. The first gate stack (Ta2C/ LaO cap/ HfSiO) is 
deposited (Fig.4a) and selectively removed from the complementary side using a Si hard 
mask (Fig.4b). The second gate (TaCNO/ AlO cap/ HfSiO) is formed again using a Si hard 
mask (Fig.4c). Next, the poly-Si is deposited (Fig.4d) and gate patterning is done by 
immersion lithography and dry etch (Fig.4e). The remainder of the flow follows 
conventional CMOS processing. Cross-sectional high resolution transmission electron 
microscopy of  n-  &  p-  MOSFETs  fabricated  using  DMDD approach  with gate lengths of 
45nm are shown in Fig.5 along with a detailed view of the gate stack interfaces after gate 
etch.  The n- & p- MOSFETs boundaries on an inverter circuit can be seen as inset of Fig.6 
(after silicidation). Symmetric low VT values of ±0.25V can be obtained for both n- and p-
MOSFETs (Fig.6).   
In Fig. 7(a), both short-channel n- and p- FETs (Lg = 55nm) fabricated using DMDD 
approach exhibit well-behaved Id-Vg characteristics. As shown in Fig. 7(b), the unstrained 
IDSAT of 1035/500 A/ m for n- / p- MOSFETs at IOFF=100nA/ m and an operating voltage or 
|VDD|=1.1V are demonstrated on a single wafer. 
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Fig. 4. Dual Metal Dual Dielectrics (DMDD) CMOS integration scheme 
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Fig. 5. XTEM of the n-& pFETs fabricated using DMDD. 
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Fig. 6. VT roll-off for both n- & p- FETs fabricated using DMDD. Inset: SEM views of the 
nMOS and pMOS boundaries. 
 

 
Fig. 7. (a): Id-Vg of both n- & p- MOSFETs with a Lg ~55nm; (b) ION-IOFF curves of both n- & 
pMOS fabricated using DMDD.  

Next, we explain the SMDD process flow. As schematically shown in Fig.8, SMDD involves 
a simple resist-based selective high-  dielectric capping removal process (in this work: La2O3 
or Al2O3 over both HfSiO and SiO2). Several key process modules development in this 
SMDD route is discussed in this section. 1) For the sake of a simple patterning strategy, a 
wet developable Bottom-Anti-Reflection-Coating or BARC layer is developed to be 
patterned directly on the dielectric capping and to be selectively removed from the 
complementary areas (La2O3 from pMOS and Al2O3 from nMOS). This wet BARC layer  
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Fig. 8. Single Metal Dual Dielectrics or SMDD CMOS integration scheme 
 

 

 
Fig. 9. N-P MOSFETs boundary after etching and resist removal using the wet bottom-anti-
reflection-coating or BARC based process (developed for SMDD).  

could guarantee an excellent adhesion towards the dielectrics layer, which can not be 
achieved via 248nm photo-resist only. Fig.9 illustrates the superior adhesion and sharp 
patterning achieved with wet BARC. 2) The high-  wet capping removal required for the 
proposed process flow must be resist-compatible, highly selective (>100) to the underlying 
layer (SiO2 or HfSiON). As summarized in Table 1, diluted HCl is the chemistry of choice for 
La2O3, and TMAH for Al2O3. 3) Once the high-  capping has been selectively removed, the 
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photo resist must be stripped without damaging the exposed materials. The resist strip 
(NMP- based) and post-cleans (APM- based) process details are provided in Table 1. It�’s 
worthy noting that during SMDD process, both selective high-  removal and resist strip 
processes have been characterized physically and electrically indicating no major impact on 
VT, EOT, gate leakage, mobility and gate dielectric integrity. 
 

 

 
Table 1. Processes used to selectively remove the cap layers (La2O3 or Al2O3) to high-k 
dielectrics and subsequent strips. 

In Table-2, a comparison is made between SMDD and DMDD. The key advantage of SMDD 
is that the number of process step can be significantly reduced by 40%, which means much 
lower manufacturing cost. It also allows relatively easier and simpler gate etch profile 
control since the same metal is used for both n- and p-MOS areas.  On the other hand, the VT 
tuning flexibility is scarified for SMDD process, as only dielectrics capping layer can be 
utilized for such a purpose. In contrast, in DMDD process, the combination of dielectrics 
capping layer and metal gate itself allows a wider VT tuning capability. In addition, for for 
SMDD approach, attention needs to be paid to avoid the potential impact of capping layer 
removal process to the gate dielectrics integrity.  
 

 
Table 2. A comparison between DMDD and SMDD. 
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3.3 Positive Bias Temperature Instability (PBTI) study of n- MOSFETs with LaOx 
capping layer 
The PBTI of nFETs using LaOx capping layer is measured at 110oC by using sense-and-
measure technique. VT relaxation with a 100s recovery time after each stress cycle is also 
measured for dielectric trapping/de-trapping investigation. The measurement set-up is 
depicted in Fig. 10. 
 

 

Time (s)

Stress

Sense
~ 0.1s

1s 2s 4s 8s�…�…�….
VG=VStress, VD=VS=0

VG=VT , VD=50mV, VS=0

Sense-and-measure

Time (s)

Stress

Sense
~ 0.1s

1s 2s 4s 8s�…�…�….
VG=VStress, VD=VS=0

VG=VT , VD=50mV, VS=0

Sense-and-measure

Time (s)

Stress

Sense
~ 0.1s

1s 2s 4s 8s�…�…�….
VG=VStress, VD=VS=0

VG=VT , VD=50mV, VS=0

Sense-and-measure

Time (s)

Stress

Recovery

1s 2s 4s
VG=VStress, VD=VS=0

VG=VT , VD=50mV, VS=0

With 100s recovery time

100s

Time (s)

Stress

Recovery

1s 2s 4s
VG=VStress, VD=VS=0

VG=VT , VD=50mV, VS=0

With 100s recovery time

100s

Time (s)

Stress

Recovery

1s 2s 4s
VG=VStress, VD=VS=0

VG=VT , VD=50mV, VS=0

With 100s recovery time

100s

 
 

Fig. 10. PBTI measurement set-up: sense-and-measure method and the VT relax with 100s 
recovery time after each stress cycle 

 

 
 

Fig. 11. Stress-field dependent polarity-change PBTI VT shift is observed in the Ta2C gated n- 
MOSFETs when incorporating LaOx capping layer, regardless the position (i.e. either on top 
or immediately below HfSiO). Both laser and spike annealing were applied to the device 
under study. 
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Fig. 11 plots the PBTI induced VT shifts vs. stress times for the Ta2C gated n- MOSFETs. A 
stress-field dependent two polarities VT shift is observed, regardless the LaOx capping layer 
position (i.e. either on top or immediately below HfSiO). This phenomenon was also 
reported in the Dysprosium silicate gate stack (Yu et al., 2008), and can be explained by the 
competition between electron de-trapping (dominate at low-stress field) and electron 
trapping /defect generation (dominate at high-stress field). 
The VT relaxation on these devices with various source/drain activation processes (i.e. spike 
or laser annealing) during PBTI recovery periods (100s) is also examined, as shown in Fig. 
12. It is observed that the LLP annealed device exhibits a different relaxation behavior as 
compared to MLP/HLP case, when positioning LaOx- cap either on top or below HfSiO: VT 
follows HfSiOx-like (i.e. no La) recovery behavior initially and then changes to the La 
silicate-like gradually as the stress time increases. It is believed that the relaxation behaviors 
can be explained by the electron de-trap from bulk traps, which are generated by LaO/ 
HfSiO (or SiO) intermixing during PBTI stress, and trap back during the recovery period. 
Insufficient intermixing is expected for the devices under low power anneal, which not only 
reduces VT relaxation amplitude (less trap generation) but also makes relaxation of both Hf- 
host dielectrics and La-silicate seen simultaneously. 
 
 
 
 

 

  
 

 
 

 

Fig. 12. VT relaxation vs. time during PBTI stress for the Ta2C gated n- MOSFETs when 
incorporating LaOx capping layer either on top or immediately below HfSiO. VG VStress = 
1.25V in this case. 
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In the case of TaCNO gated n- MOSFETs (Fig.13), normal PBTI and pure HfSiO-like VT 
relaxation (see Fig.12) are observed. Further, cross-sectional TEM images together with 
electron-energy loss spectroscopy or EELS study (Fig. 14) suggest the LaO /HfSiOx 
intermixing, and also interactions between dielectrics and electrodes (Ta2C or TaCNO). 
Interestingly, both image contrast and EELS analysis identifies an oxygen-less region 
(~1nm) at the bottom of TaCNO electrode. Likely there, the oxygen is incorporated from 
TaCNO into dielectrics during the intermixing process, and this also links to the worse EOT 
scalability of TaCNO than Ta2C (see Fig.3 also).  Considering these, we thus believe the 
trapping / de-trapping defects generated from dielectric intermixing are probably related to 
the oxygen vacancies incorporation (Shen et al., 2004): TaCNO can provide oxygen, 
suppressing bulk trapping generation in La / Dy based silicates. It is more evident when 
placing cap layers above high  layer. Schematic diagrams illustrating these phenomena are 
provided in Fig. 15. 
 
 
 
 
 

 
 
 
 
 
 
Fig. 13. Normal PBTI VT vs. stress and VT relaxation curves vs. time for TaCNO gated n-
FETs. Positive VT and HfSiO-like relaxation behaviors (Fig. 12) are observed. 
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Fig. 14. (a) Cross sectional TEM shows LaO / HfSiO intermixing after annealing, with both 
Ta2C and TaCNO electrodes. A less-oxygen layer (or Ta rich) at the bottom of TaCNO 
electrode is observed from (b) image contrast, and (c) electron-energy loss spectroscopy. 
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Fig. 15. Schematic diagrams (after thermal anneals) illustrate the negatively charged traps 
( ) and electron de-trapping ( ) during the PBTI stress. Oxygen incorporation from TaCNO 
can result in less trap generation in the gate stack. 

4. Conclusion 
A comprehensive study is presented on the integration of LaOx capping layer for sub-45nm 
metal gated CMOS devices with Hf-based high-  dielectrics in a gate first manner. Two 
different integration routes, i.e. DMDD and SMDD flow, are reported and compared. The 
device PBTI study is also provided.  
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1. Introduction 
Silicon has been extensively studied for decades due to its successful applications in 
semiconducting devices such as metal-oxide-semiconductor field-effect-transistors 
(MOSFETs). With  the demand for high performance devices and packing density, scaling of 
Si based MOSFETs was drastically driven into nano-scale regime. However, quantum 
tunneling starts play an important role in degrading the device performance of a 
conventional Si MOSFET, such as drain-induced barrier-lowering (DIBL) in nano-scale 
regime.  Furthermore, silicon based devices will face its own physical limitation in near 
future (ITRS, 2007) due to this. Therefore, in order to overcome the challenges of scaling 
limitation, search for other potential channel materials, such as high carrier mobility 
material and structure modification have been the heart of research. Among the various 
proposed materials and device structures, gate-all-around (GGA) Si nanowire (NW) field-
effect-transistors (FETs) stand out because their perfect surrounding gates enhance the 
ability of gate control to suppress the problem of DIBL and fully compatible with Si based 
technology integration. With the successful fabrication of Si nanowires in the different 
laboratories (Singh, N. et. al., 2006), nanowires (NWs) have been extensively studied as they 
are promising for building blocks as nanowire MOSFETs (Cui, Y. et. al., 2003; Pecchia, A. et. 
al., 2007; Kumar, M. Jagadesh et. al., 2008; Wei, Lu & Lieber, C.M., 2006; Wei, Lu. et. al., 2008), 
nanophotonic systems (Greytak, A.B. et. al., 2005; Agarwal, R. & Lieber, C.M, (2006); Tian, B. 
et. al., 2007; McAlpine, M.C. et. al., 2004) and as biochemical sensors (Patolsky, F. & Lieber, 
C. M., 2005; Hahm, J. & Lieber, C. M., 2004; Cui, Y. et. al., 2001; Gengchiau, L. et. al., 2007). 
Recent advanced development reveals that physical properties of nanowires could be 
modified depending on the NW growth direction and diameter. This suggests that material 
structure such as channel orientations play an important role in device performance 
optimization. Coupled with the fact that besides silicon, other semiconductor materials such 
as germanium (Ge) demonstrates promising results (Wang, J. et. al., 2005; Rahman, A. et. al., 
2005), a new chapter of study on alternate high mobility channels in nano world has been 
opened.  
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Previous theoretical study on this topic using the effective mass model has been carried out 
(Wang J. et. al., 2004) with the lack of detailed information portraying the electronic 
structures in the nano-scale regime. Recently, tight-binding (TB) method has been used 
(Neophytou, N. et. al., 2008; Rahman, A. et. al., 2003) as an alternative procedures to evaluate 
device performance. However, the former focuses their analysis and simulations on 
cylindrical cross-section nanowires (Wang, J., et. al., 2004) and the latter discussed on ultra-
thin body dual gate (UTB DG) MOSFET (Rahman, A. et. al., 2003). Although TB and non-
equilibrium Green�’s Functions (NEGF) has been developed and implemented to study 
nanowire MOSFETs (Luisier, M., et. al., 2008)  as it provides better transport results 
compared to top-of-barrier approach, it is time-consuming especially in simulating large 
nanowire size and long channel. As the objective of this work is to investigate the effects of 
nanowire orientations to the ultimate performance of nanowire, it is suffice to apply top-of-
barrier approach in our work to do the comparison. Therefore, in this work, we explore and 
compare the ultimate performance of a set of cylindrical nanowire devices with different 
semiconductor materials (Si and Ge) and channel orientations using TB model and top-of-
barrier model (Neophytou, N. et. al., 2008) approaches. TB approach is employed to 
investigate the electronic properties of NWs in terms of E-k dispersion in order to accurately 
capture the orientation as well as quantum effects in a nano-scale system. Based on the 
calculated E-k dispersion, we engaged a semi-classical top-of-barrier MOSFET model to 
evaluate the ballistic I-V characteristics of NW FETs by self-consistently solving Poisson 
equation in order to evaluate the ultimate performance of these semiconductor NW FETs 
with various channel orientations. The schematic of the device structure is shown in Fig. 1. 
The simulation is conducted in two parts: a) simulate I-V characteristics of circular nanowire 
(CW) with diameter of 3nm for Si and Ge with different orientations to study the effects of 
materials and orientations on the  device performance and b) extend this simulations to 
explore performance of CW with different diameters. In this work, we explore four different 
diameters: 3nm, 5nm, 8nm and 10nm.  
 

 
Fig. 1. A schematic of the simulated cylindrical nanowire FETs. The diameter of the circular 
cross-section (D) varies from 3nm, 5nm, 8nm and 10nm. The oxide thicknesses (tox) for this 
simulation are set at 1.6nm and 0.5nm for comparison. 

2. Methodology 
To investigate the ultimate performance of NW MOSFETs based on  structural effects, we 
follow a two-step  approach. Firstly, we assume a NW with certain size and orientation, and 
then, a sp3d5s* tight-binding model is implemented to investigate the electronic properties of 
NWs in terms of E-k dispersion relations. Next, we use the simulated dispersion relations 
obtained from TB model to calculate the ballistic current-voltage (I-V) characteristics of both 
p-channel and n-channel NW MOSFETs using a semi-classical �“top-of-the-barrier�” MOSFET 
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model. The results shown in (Neophytou, N. et. al., 2008) with and without including self-
consistency of bandstructure do not differ significantly to render the results invalid. 
Therefore, in this work, we do not calculate self-consistency of bandstructure. 

A. Electronic Bandstructure Calculations:  

To obtain the bandstructure of the Si NWs of different orientations, we assume an unrelaxed 
nanowire atomic geometry and construct the Hamiltonian of the NW unit cell using the 
orthogonal-basis sp3d5s* tight-binding method developed for bulk electronic structure. 
(Boykin, T.B. et. al., 2004) In this approach, we model each atom using 10 orbitals per atom 
in total. The different energy parameters in this TB model were obtained by fitting a genetic 
algorithm to reproduce the bandgap and the electron/hole effective masses in different 
valleys. The simulated NW is assumed to be infinitely long, and the nanowire surface is 
passivated by hydrogen atoms, which in this case is treated numerically using a hydrogen 
termination model of the sp3 hybridized interface atoms. This technique is reported to be 
successfully removing all the interface states from the bandgap. (Lee, S. et; al., 2004) This 
model has shown good agreement with the measured bandgap vs. diameter of silicon 
nanowires despite the exclusion of relaxation or strain effects. Once the transport direction is 
specified, the size tSi of the NW and unit cell can be defined, cf. Fig. 1. The Hamiltonian of 
atoms within the unit cell and atoms within neighboring unit cells are obtained as Hl, where 
l is the unit cell index with l=0 for the center unit cell and l  0 for the l-th nearest-
neighboring cell. In this model, we only consider the nearest neighbors i.e., l=1 and -1. Then, 
the Hamiltonian in 1D k-space is calculated by taking the Fourier transform: 

 0exp[ ( )]
mk l m l

l
H H j k z z  (1) 

where km=m /L is the wavevector within the 1st Brillouin zone, m is the real number between  
0 and 1, and L is the periodicity of the 1D lattice, zl=lL, referring to the unit cell position. Due 
to the orthogonality of the TB basis sets, a simple eigenvalue problem,

m mk kH E , can be 
solved for each km within the first Brillouin zone. The electronic structures of the nanowires 
such as bandgap, bandstructure, etc., can be provided and used for the transport 
calculations. The conduction and valance bands for Si and Ge are shown in Fig. 2(a) to 2(d). 
From Fig. 2, it can be seen that valley splitting occurs and the degeneracy is lifted, giving 
rise to two subbands. Figs. 3a and 3b show the valley splitting as a function of nanowire 
diameters for n-type Si and Ge and p-type Si and Ge for [110] orientation, respectively. Fig. 
3a shows that valley splitting is more evident when the diameter falls beyond 5nm. In 
general, valley splitting for Ge is always larger than Si, as shown in Fig. 3a due to Ge having 
lighter mass. However, a great distinction in valley splitting can be observed when the NW 
diameter is smaller than 5nm for Si and 8nm for Ge, respectively. 
B. Transport Calculation:   
Next, we use a semi-classical top-of-the-barrier MOSFET model (Rahman, A. et. al., 2003) to 
simulate the ballistic I-V characteristics. In this model, a simplified 3-dimensional self-
consistent electrostatic model with ballistic treatment of carrier transport is used. In 
addition, quantum capacitance effects are included into this approach. Three-dimensional 
electrostatics is described by a simple capacitance model (Rahman, A. et. al., 2003). The 
capacitors represent the electrostatic coupling of the gate (CG), drain (CD), and source 
terminals (CS) to the top of the potential barrier at the source end of the channel. These 
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Fig. 2. Conduction and valence band bandstructure for (a) 3nm Si with [110] orientation and 
(b) 3nm Ge with [110] orientation.  
 

        
 

Fig. 3. (a) and (b) show the valley splitting as a function of nanowire diameters for n-type 
and p-type respectively. It can be observed that valley splitting is a strong function of 
quantum confinement. In terms of semiconducting material, valley splitting is more evident 
in Ge compare to Si. This  is due to Ge  having lighter mass compared to Si. The solid line, 
dashed line, and dotted line represnt NW�’s orientation along [100], [110], and [111], 
respectively.  
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capacitors control the subthreshold swing, S, of the transistors and the drain-induced barrier 
lowering (DIBL) according to the following equations: 

 2.3 /BG k T qC
C S

 (2a) 

 2.3 /BD k T qC DIBL
C S

 (2b) 

 G D SC C C C  (2c)   

Then, the Poisson�’s equation is solved using a simplified capacitance model. The Poisson�’s 
potential (UP) is equal to 

0 0U N N , where 0U q C  is the single electron charging energy, 
N0 and N are the number of mobile carriers at the top of the barrier at equilibrium and under 
applied bias, respectively, while C is the total capacitance. The carrier density N, can be 
directly computed from E-k relations determined earlier by applying the below equation,  

 [ ( ) ( )]fs scf fs D scf
dkN f E E U f E E qV U  (3)   

where f(E) is the Fermi function and Efs is the chemical potential in the source region. 
Iteration between N and Uscf is repeated until the self-consistency converges. The NW 
MOSFET current is then evaluated using the semi-classical transport equation in the ballistic 
limit, which is given by: 

 2 [ ( ) ( )]
scf

fs fs D
U

qI dE f E E f E E qV
h

 (4) 

3. Simulation results and discussions 
Firstly, using top-of-barrier model, the I-V characteristics of Si and Ge for different 
orientations of CW NW transistors with the effective gate oxide thickness (EOT) of 1.6nm 
and 0.5nm are investigated. The off-state currents of all cases are set to be 0.2 / (2 )A m D  
in our simulation. Solid lines represent [100] orientation while dash lines represent [110] 
orientation and dotted lines represent [111] orientation. Red lines represent p-type and blue 
lines represent n-type devices. Fig. 4(a) and 4(b), respectively, show the Ids-Vds curves for 
3nm Si and Ge at Vgs=0.6V for EOT of 1.6nm while Fig. 4(c) and 4(d), respectively, show the 
Ion/Ioff ratio as a function of nanowire diameter for Si and Ge with EOT of 1.6nm. For N-
type NW FETs, as shown in Fig. 4(a) and (b), Si and Ge of [110] orientation give the highest 
on-currents, which is about 45% and 146%, respectively, compared to the current along [100] 
orientation. Comparing best orientation with the highest ON-state currents for different 
materials, Ge [110] outperforms Si [110] by 1.18 times due to Ge [110] having lighter 
effective mass compared to Si [110]. Similarly for p-type NW FETs, Si of [110] orientation 
and Ge of [111] orientation give the highest ON-state currents, with Ge [111] outperforms Si 
[110] by 1.78 times. Moreover, for Si NW FETs, n-type device has similar performance as p-
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type device. This is due to lifting of degeneracy of the dispersion as an effect of quantum 
confinement. This resulted in a decrease in effective mass (Neophytou, N. et. al., 2008). From 
Fig. 4(c) and 4(d), n-type Si and Ge NW FETs with [110] orientation has the highest Ion/Ioff 
ratio while for p-type NW FETs, Si and Ge with [111] orientation has highest Ion/Ioff ratio. 
Furthermore, it is also observed that Ion/Ioff decreases as nanowire diameter increases 
because small nanowire has better gate control due to larger capacitance. 
  

 
Fig. 4. (a) and (b) shows the I-V characteristics for 3nm n-type and p-type Si and Ge , 
respectively while (c) and (d) respectively show the Ion/Ioff ratio for n-type and p-type 
devices, respectively. In general for n-type devices, Si and Ge with [110] orientation give 
highest on-current while p-type devices, [110] Si and [111] Ge give highest on-current. This 
is due to these orientations having lightest effective mass.   

Next, the current density of n-type and p-type Si and Ge for different orientations with EOT 
of 1.6nm and 0.5nm were investigated, as shown in Fig. 5. As expected, the current density 
for EOT of 0.5nm is higher, about doubled comparing to Si and Ge with EOT of 1.6nm for all 
orientations due to better gate control as a result of larger gate capacitance. In terms of 
semiconducting materials, Ge always outperforms Si regardless of nanowire diameters for 
p-type NW FETs (Fig. 5b and Fig. 5d). However, for n-type NW FETs (Fig. 5a and Fig. 5c), 
the current density for Si does not differ much from Ge. This phenomenon could be 
explained by the effective mass of Si and Ge. From calculation of hole effective mass, it 
could be deduced that the effective mass of Ge is far apart compared to Si while for the 
electron effective mass, the differences of Si and Ge is not significantly far apart. 
Furthermore, two important points could be obtained for both Si and Ge electronic 
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bandstructures: a) It is shown, from calculation, that [110] orientation has the lightest 
electron effective mass compared with the other two orientations and b) Ge has lighter mass 
compared to Si in terms of semiconducting material, regardless of NW diameter. As a result, 
Ge with [110] orientation outperforms Si with [110] orientation, giving rise to better 
performance, in terms of the higher ON-state current.  
 

 
Fig. 5. (a) and (b) shows the current density as a function of nanowire size for n-type and p-
type Si and Ge with EOT=1.6nm while (c) and (d) shows the current density as a function of 
nanowire size for n-type and p-type Si and Ge with EOT=0.5nm. In general, the current 
density with EOT of 0.5nm is twice larger than that of 1.6nm due to better gate control. 

In addition, we explore the capacitance effect on the device as the device current tightly 
depends on the capacitance, gate capacitance in particular.  The Cg/Cox ratio as a function of 
nanowire diameter for n-type and p-type Si and Ge NW GAA FETs with oxide thickness of 
1.6nm and 0.5nm are shown in Fig. 6(a), (b), (c), and (d), respectively. It can be observed that 
the capacitance value degraded from the gate oxide capacitance for both Si and Ge 
regardless of oxide thickness. Detailed calculation with capacitance value given by 

ox s
g

ox s

C CC
C C

 shows that [110] orientation for Si and Ge encounter greatest degradation 

from oxide capacitance by 31.6% while [100] orientation encounters degradation of 15.4% 
and [111] Si and [111] Ge both encounter degradation of 7.14% and 25%, respectively. All 
these translate to an effective increase in gate oxide thickness, which in general reduces the 
gate control to the device. However, in all cases, we found Cg<Cox and as gate oxide 
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thickness, tox decreases, the difference increases. It suggests that COX is not much larger than 
CS and dominating CG, under the approximation of a conventional Si planar MOSFET. 
As shown in Fig. 6, in general, we could see that as the diameter of cylindrical NW is large, 

given tox is thick, g oxC C , where 
0.05ds

g
g V V

dQC
dV

. It indicates that s oxC C  which is in 

agreement with the classical approximation. However, as the diameter decreases, we found 
that in all cases, g oxC C  ratio is less than 1, indicating that the approximation s oxC C  does 
not hold. For example, using 0.6448 /oxC nF m  and gC  obtained from simple calculation 
for 8nm cylindrical NW with tox=1.6nm, g oxC C  for n-type Si and Ge with [110] 
orientations is 0.8375 and 0.7444, respectively, and g oxC C  for p-type [110] Si and [111] Ge is 
0.8685 and 0.8995, respectively. Similarly, for 3nm cylindrical NW with tox=1.6nm, g oxC C  
for n-type Si and Ge with [110] orientations is 0.6993 and 0.7467, respectively, and for p-type 
[110] Si and [111] Ge, g oxC C  for both cases is about 0.76. For comparison, we did a 
calculation for 3nm cylindrical NW with tox of 0.5nm and the g oxC C  ratio falls to below 0.7 
for n-type [110] Si and Ge as well as for p-type [110] Si. This is due to the larger gate 
capacitance caused by the thinner gate oxide.  
 

 
Fig. 6. Cg/Cox as a function of nanowire diameter for n-type and p-type Si and Ge with 
oxide thickness of 1.6nm (6a and 6b) and oxide thickness of 0.5nm (6c and 6d).  The 
capacitance value is degraded from the gate oxide capacitance for both Si and Ge regardless 
of oxide thickness. 
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On the other extreme region, when the oxide thickness is reduced further due to shrinking 
of devices, s oxC C , and g SC C . At this point, the current does not depend on the effective 
mass of the material, and channel orientations. As a result, all the I-V curves of all cases with 
different materials and different orientations will overlap (Liang, G.C., et. al., 2007). 
To further explore device performance from a different perspective, the transconductance 

0.05ds

ds
m

gs V V

Ig
V

, of FETs is investigated. For an ideal nanowire FET at low bias, the 

transconductance is given by eff g
m ds

W C
g v

L
, where gC  is the gate capacitance per unit 

length. In this simulation, we have chosen gate length, L to be 16nm. This value is obtained 
from IRTS 2007 PIDS table, to be consistent with the production year in which off-current 
for dual gate is chosen. Fig. 7(a) and 7(b) show the transconductance of n-type Si and Ge and 
p-type Si and Ge NW FETs for EOT of 1.6nm at low drain to source bias of 0.05V for n-type 
and -0.05V for p-type, respectively, as a function of different diameters. Similarly, Fig. 7(c) 
and 7(d) show the transconductance of n-type Si and Ge and p-type Si and Ge NW FETs for  
 

 
Fig. 7. (a) and (b) show the transconductance for Si and Ge with EOT of 1.6nm while (c) and 
(d) show the transconductance for Si and Ge with EOT of 0.5nm. In general, for n-type 
devices, [110] orientation has highest transconductance regardless of channel material and 
diameter size while for p-type devices, [110] Si and [111] Ge give highest transconductance. 
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EOT of 0.5nm at drain to source bias of 0.05V for n-type and -0.05V for p-type, respectively, 
as a function of NW�’s diameter. In general, the transconductance decreases as the diameter 
decrease due to lower ON-currents of the smaller diameter NWs. As the difference in gate 
voltage is a constant of 0.05V, the transconductance, mg  is proportional to on-current. 
For n-type devices, Si and Ge of [110] orientation, in general, have the highest 
transconductance compared to the other two orientations regardless of nanowire area, as 
shown in Fig. 7(a). The transconductance of Ge [110] is about 1.15 times the value of Si [110] 
at 3nm and slowly widens to 1.5 times at 10nm. For p-type devices, in general, Si and Ge 
with [111] orientation have larger transconductance. Fig. 7(c) and 7(d) show the 
transconductance for EOT of 0.5nm for n-type Si and Ge and p-type Si and Ge. As expected, 
the transconductance for EOT of 0.5nm in general is more than twice the value with that of 
EOT of 1.6nm. This is in agreement with the trend of on-current simulation results for drain 
voltage of ±0.05V. For amplifiers, we require the gain to be large so as to amplify the output 
by a few magnitudes. Transconductance is a measurement of gain of amplifier. As such, if 
NW FETs were to be used as amplifiers, large transconductance is required. From the above 
observation, Ge is the best candidate for both n-type and p-type NW FETs.  

4. Conclusion 
In this work, we present the device performance of Si and Ge and channel orientations in 
NW FETs and extend the discussion for different NW diameters. We show that in terms of 
channel orientation, for n-type devices, Si [110] and Ge [110] give the highest on-current 
compared to other orientations while in terms of channel material, Ge outperforms Si by 
between 1.17 to 1.42 times due to the lighter effective mass. Moreover, it is also observed 
that valley splitting is a strong function of quantum confinement, and it is more significant 
for NW diameter smaller than 5nm. We also explore the effect of different oxide thickness 
on the performance of devices as the oxide thickness determines the device capacitance.  In 
investigating the effects of gate capacitance on devices of different NW sizes, we conclude 
that gate capacitance degrades as the device shrinks into sub-nanometer regime. Therefore, 
conventional approximation to calculate transport property does not apply. As we examine 
the gate oxide capacitance further, we found that it has not reached the other extreme where 

s oxC C  as at this extreme, the on-current for same material will overlap as the on-current 
only depends on effective mass. This phenomenon is not observed in the Ids-Vds curves 
even at EOT of 0.5nm. For transconductance, n-type Si and Ge of [110] orientation gives best 
performance while in terms of semiconducting material, both Si and Ge does not differ 
much. For p-type devices, Ge NW FETs show the better transconductance than Si NW FETs.  
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1. Introduction  
Carbon nanotubes (CNTs) has received much attention since their discovery in 1991 due to 
unique combination of interesting electrical, mechanical, thermal and other properties, and 
numerous potential applications (Meyyappan, 2005, Sharma, 2008). Single-wall carbon 
nanotubes (SWCNTs) can be metallic or semiconducting, while multi-wall nanotubes 
(MWCNTs) are basically metallic. Semiconducting SWCNTs can be used in nanotubes based 
field effect transistors (FET-CNT), while metallic SWCNTs and MWCNTs can be employed 
for electrical and thermal interconnections, in sensors and other micro- and nanodevices. 
However, the integration of nanotubes into microelectronic circuitry is a very challenging 
task which requires development of reliable and compatible technologies for controlled 
synthesis, accurate positioning and contacting of nanotubes and their arrays in new devices. 
Many difficult issues associated with these technologies have to be addressed. In particular, 
mechanisms of nucleation and growth of high quality nanotubes still are not well 
understood. Mechanisms of electrical and thermal conductivity in individual nanotubes and 
ropes, the role of defects, formation of contacts with metals have to be investigated 
thoroughly.     

2. Electrical properties of carbon nanotubes 
SWCNT can be viewed as a single graphite (or graphene) sheet rolled into a cylinder of a 
nanometer size diameter, and MWCNT as a coaxial array of several single-wall nanotubes 
separated by approximately 0.34 nm. In graphene layers, sp2 hybridyzation results in 
formation of three strong in-plane  bonds between carbon atoms and one  bond, the latter 
corresponding to loosely bound  electrons of high mobility that are responsible for a very 
high conductivity along the graphene plane.  
As SWCNTs are essentially one-dimensional structures, at the absence of defects they are 
characterized by a ballistic transport of electrons (without scattering) at moderate current 
densities for nanotube lengths up to a few micrometers (Graham et al, 2004). This is in 
striking contrast to metal (copper) wires where the mean free pass (MFP), determined by the 
mean grain size, is in the range of a few tens of nanometers.  
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Another advantage of nanotubes is that small diameter copper vias are subject to failure due 
to electromigration at high current densities (>106 A/cm2) while CNTs of the same diameter 
can sustain current densities as high as 109 A/cm2 (Graham et al, 2004). This makes CNTs 
very attractive for electrical interconnect applications (especially, vias) instead of currently 
used copper. 
The resistance of a SWCNT (or a shell in a MWCNT) has three components (Tan et al, 2007; 
Matsuda et al, 2007): (i) a contact resistance associated with one-dimensional systems, given 
by a quantum resistance G0-1 = h/2e2 = 12.9 k  corresponding to one conducting state (a 
factor of two is added due to two possible spin states), (ii) an intrinscic resistance due to 
scattering which is length dependent, and (iii) an additional contact resistance associated 
with imperfect contacts between a metal electrode and CNTs. Metals that form carbides 
(e.g., Ti) are believed to be an optimal electrode material as it is expected that carbides 
ensure better electrical coupling with nanotubes (Tan et al, 2007).  
It is very challenging to evaluate precisely the contribution of contact resistances due to 
evident experimental difficulties. Comparison between different experiments is also not 
straightforward because of wide variation of conditions and particular geometries used for 
studies (for example, side- and end- contacts, presence of surfactants and other 
contaminants, metal grain sizes and degree of metal annealing after its deposition over 
nanotubes, etc.).  SWCNTs can be metallic or semiconducting, depending on chirality. The 
energy gap for semiconducting nanotubes is given aproximately by Eg(eV) = 1/d(nm), 
reducing rapidly with the graphene shell diameter d. Usually, the number of metallic 
SWCNTs in as-grown samples is close to 1/3, the rest are semiconducting. In contrast, 
MWCNTs of larger diameters are basically metallic and thus are especially appropriate for 
interconnects. 
The number of conducting states per graphene shell depends on its chirality, it can be 0 or 2 
for small diameter semiconducting and metallic SWCNTs, respectively, and it increases 
linearly with the shell diameter for larger nanotubes (Naeemi and Meindl, 2007). MFP also 
was shown to increase with MWCNT diameter. The theoretical limit for resistance of high-
quality MWCNTs (diameter of 15 nm, 10 walls) in a ballistic regime can be lower than 0.1 
k  (for lengths smaller than MFP), compared with the resistance of about 1 k  for a 150 nm 
long, 10 nm diameter copper damascene wire (Graham et al, 2004). The model of MWCNTs 
as electrical conductors developed by Naeemi and Meindl, 2007, predicts that they can 
outperform copper wires for lengths exceeding 5-10 m, depending on diameter. Bundles of 
SWCNTs were shown to have potentially superior performance at smaller leghths (<1 m), 
however for this, dense nanotube packing is essencial which is a very difficult practical task.   
Recently, it has been reported by Jun et al, 2007, that the AC conductance of high quality 
PECVD (plasma enhanced chemical vapor deposition) grown MWCNTs decreases 
gradually with increasing frequency (frequencies up to 50 GHz were studied), indicating 
that nanotubes can be used not only for DC but also in a microwave range. 

3. Synthesis of carbon nanotubes 
It is important to emphasize that properties and quality of carbon nanotubes depend 
strongly on the fabrication method. There are two main groups of CNTs synthesis methods: 
(i) high-temperature processes like arc discharge and laser evaporation where the process 
temperature can reach T = 2000-4000 °C, and (ii) chemical vapor deposition (CVD) processes 
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performed at much lower temperatures: in the range of 500-1000 °C for thermal CVD and 
even lower for plasma-enhanced CVD. In high-temperature processes, higher quality 
nanotubes can be obtained, however the process output is a CNT containing soot which 
needs to be further processed (dispersed, purified and in some cases functionalized) before 
applications. The low-temperature CVD methods can be compatible with microelectronic 
technologies and therefore attract most attention. Note that activation by plasmas in PE-
CVD processes can promote formation of higher quality nanotubes at lower temperatures, 
and thus PE-CVD is a promissing technology for microelectronics applications. Electric 
fields built-up in the plasma, can also be used to provide directional nanotube growth. 
Studies of nucleation mechanisms (Moshkalev & Veríssimo, 2007) and search for new 
methods of synthesis, compatible with microelectronics technologies, must continue to 
provide better control on the properties, location, growth direction and quality of nanotubes.  

4. Measurements of CNT resistances  
Experimental measurements of individual nanotube resistances can be performed using 2- 
or 4-points methods. To deposit nanotubes over pre-fabricated metal electrodes, an AC 
dielectrophoresis (DEP) method (Krupke et al, 2007; Vaz et al, 2008) can be applied, see Fig. 
1a. As contact resistances obtained after DEP are frequently very high, further improvement 
of CNT-electrode contacts using metal (e.g., Ni or Pd) deposition by electroless methods, 
usually followed by annealing, is required (Vaz et al, 2008; Liebau et al, 2003). For 4-points 
measurements, additional electrodes can be made using platinum (Pt) deposition induced 
by focused ion or electron beams, see example in Fig. 1b.  
 

  
Fig. 1. (a) Individual MWCNT deposited by AC dielectrophoresis over Pd electrodes and 
then cover by Ni electroless process. (b) For 4-points measurements, 2 intermediate Pt 
electrodes are fabricated by electron beam induced deposition. 

For MWCNTs grown by CVD (15 nm diameter), typical resistances of ~40 k / m were 
measured, while resistances of electroless deposited Ni contacts were estimated to be ~10 
k  per contact (Liebau et al, 2003). In another work, for  PE-CVD grown MWCNTs (25 nm 
diameter, 5 m long) considerably lower resistances (< 10 k / m) were measured using a 2-
point method and Nb electrodes deposited by evaporation (contact resistances were not 
estimated) (Jun  et al, 2007). In our studies (Moshkalev et al, 2008), similar values were 
obtained for low-bias contact resistances using CVD grown MWCNTs (30 nm mean 
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diameter):  ~20 k  per Pd or Ni electroless contacts. It should be noted that distinctly 
different values of MWCNT resistances were obtained for relatively short MWCNTs 
(nanotube lengths < 1 m) using 2  and 4 points methods: ~30 k / m and 100 k / m, 
respectively. This was attributed to different contact geometries: in the former, all-around 
contacts were formed during electroless metal deposition over nanotubes, while in the 
latter, nanotubes were only side-contacted thus the contribution of internal shells to the 
measured conductance was considerably smaller. This finding emphasizes the importance 
of careful evaluation of the measurement conditions, particularly in terms of 
nanotube/metal contacting. 
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Fig. 2. Left: Two-points resistance vs. nanotube length (the contact resistance subtracted), 
solid line �– fitting to the model, dashed line �– linear approximation. Right: Four-points 
resistance vs. nanotube length, solid line �– fitting to the model, dashed line �– linear 
approximation. 

More detailed studies of the MWCNT resistance as function of nanotube length (Moshkalev 
et al, 2008) have shown a non-linear behavior for tubes longer than 1-2 m, in both 2 and 4 
points measurements (Fig. 2). This is likely due to increasing conduction to internal walls as 
tube length grows. The data can be interpreted using the model of a nanotube as a resistive 
transmission line consisting of two parallel linear conductors (Bourlon et al, 2004). From the 
model, one can evaluate the resistance of an external shell 1, of internal shell 2 (only two 
outermost shells are considered in the model) and the intershell conductance g. For 
MWCNTs produced by arc discharge method, characteristic values 1 ~ 10 k / m, 2 ~ 0.1 
x 1 and g = (10 k )-1/ m were obtained by fitting using the model (Bourlon et al, 2004).  
In our study for CVD grown MWCNTs, the following data were obtained, using 2 and 4 
points configurations:  
i. 2-points, Pd all-around contacted nanotubes (Fig. 2, left): 1 ~ 37 k / m,  2 ~ 4 

k / m, g ~ (100 k )-1/ m;  
ii. 4-points, side-contacted nanotubes (Fig. 2, right): 1 ~ 100 k / m,  2 ~ 22 k / m, g ~ 

(100 k )-1/ m.  
As discussed above, the difference in measured resistances can be explaned by different 
contact geometries.     
The data presented show that resistances of MWCNTs produced by different methods are 
still far from theoretical limits and thus are not yet suitable for interconnect apllications in 
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microelectronics. Better quality (lower resistance) is characteristic of nanotubes produced by 
high-temperature (arc, laser) methods compared with a conventional thermal CVD. Further 
optimization of growth and contacting tecnologies aiming to obtain lower nanotube 
resistances and better contacts (in particular, direct contact to internal walls) is strongly 
required.      

5. Contacts of nanotubes with metals: theoretical and experimental  
approaches  
At the most fundamental level, the resistance of a metal contact to a nanotube requires a 
calculation of the quantum mechanical transmission between the two objects (Lan et al, 
2008). Such theories usually assume an ideal interface between a nanotube and the metal 
contact, which in practice is frequently contaminated with different impurities.  
For calculations, usually the interface between graphene (flat graphitic monolayer) and 
metal is considered. Graphene, the building block for other graphitic materials such as the 
3D graphite (stacked graphene planes), 1D carbon nanotubes (rolled graphene sheets), and 
0D carbon buckyballs (wrapped graphene specks), consists of a flat monolayer of carbon 
atoms tightly packed in a two-dimensional honeycomb lattice. It is important to note that 
despite long known in the literature, with the electronic structure of graphite well 
established since the 40�’s, it was the groundbreaking article of Novoselov et al., 2004, which 
brought up interest in graphene as a potential material for a number of applications. One of 
important applications is in microelectronics, where graphenes (in a form of nanotubes and, 
more recently, of few-layer graphites or FLG) with their highly unusual properties deriving 
from its two-dimensional geometry open new opportunities. Since then graphene has been 
intensively investigated both theoretically and experimentally as reviewed by Geim & 
Novoselov, 2007. Several experimental groups have focused on new field effect transistors 
where silicon is replaced by graphene as the channel material (Novoselov et al, 2004; Wang 
et al, 2008). These devices take advantage of graphene�’s high and nearly temperature 
independent mobility of carriers leading to ballistic transport in the submicrometer scale, its 
linear I x V characteristics, and its unusually large sustainable currents (> 108A/cm2). To 
create a graphene-based transistor, graphene is typically deposited over some substrate, 
usually SiO2 (Ishigami et al, 2007), or grown on top of some carbon-based substrate such as 
SiC (Berger et al, 2004). Because the substrate may alter graphenes electronic properties, 
these groups have investigated if and how this interaction happens, and the impact it causes 
(Akcoltekin et al, 2009). 
Theoretical studies of single- and multi-layer graphene have employed the tight binding 
model which describes their band structures through the Dirac formalism (Castro Neto et al, 
2009). In the presence of other chemical species such as dopants or adsorbates, or for 
graphene on substrates, under gate dielectrics, or on/under metal contacts, graphene may 
be structurally and/or electronically affected depending on the nature of the species 
involved. In this context, many-body effects such as electronic exchange and correlations 
may play an important role in describing correctly the band structure, requiring ab initio 
techniques for the simulation of such systems.  
Density functional theory (DFT) is particularly suitable to simulate large systems, which is 
typical of graphene/substrate interface models (Zhou et al, 2007). DFT has been employed 
to investigate the interaction of graphene with metal contacts (Chan et al, 2008; Giovannetti 
et al, 2008; Ran et al, 2009) and other substrates. In the specific case of metal-graphene 
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contacts it is important to understand how the two materials interact at the interface, since 
this information will help to optimize device operation. For example, a large electrical 
contact resistance degrades device performance. Because good contacts are usually formed 
under chemical interaction, knowing the bond strength at these interfaces is crucial to the 
comprehension of the device transport characteristics. Here we mention the results of Chan 
et al., 2008, obtained with first principles DFT within the generalized gradient 
approximation (GGA), which show that ionic bonds are formed between graphene and 
metals from groups I-III, while covalent bonds are formed between graphene and 
transitional, noble, and group IV metals. Another study by Giovanetti et al, 2008, found that 
metal/graphene contacts can be divided in two groups (p and n) by observing the Fermi 
level change with respect to the Dirac point in the band structure. In a more recent study, 
Ran et al., 2009, claim, also based on first principles DFT calculations, that there exist two 
groups of metal/graphene contacts depending on the strength of the interaction between d-
orbitals in metals and pz orbitals in graphene. 
In the first group (typical example: Ti) strong chemically bonded contacts are formed 
through the attractive interactions between the 3d electrons of the metal and the pz states in 
graphene, while the second group (example: Au) comprises of weak physically bonded 
contacts. Both situations are essentially determined by the electronic configurations of the 
metals. The authors also perform transport simulations and their results suggest that metals 
which form chemical contact with graphene might be best as electrode materials in 
graphene-based electronics.  
Resuming, theoretical studies have indicated that Ti contacts have lower resistances 
followed by Pd, Pt, Cu and Au (Matsuda et al, 2007), basically confirming the 
experimentally observed trends. However, it should be noted that the high reactivity of Ti 
may lead to its oxidation and distortion of a nanotube structure in the contact region.   
Finally, theoretical simulations involving single- and multi-layer graphene in contact with 
different materials are an important tool to investigate these systems, helping to pave the 
way for the next generation of electronic devices. 
In practice, determining the contact resistance is usually a very difficult task, and requires a 
great number of experiments to give statistically averaged results. An interesting approach 
to measure the contact properties between an individual multi-wall nanotube and thin metal 
layer has been recently developed by Lan et al, 2008. For this, sequential cuts by a focused 
ion beam (beam diameter of ~10 nm) in the area of contact (reducing the contact length) 
were utilized. Then, from the measured dependence of 2-terminal resistance on the contact 
length, both specific nanotube resistance and contact resistance can be evaluated.  For PE-
CVD grown MWCNTs with diameters in the range of 50-60 nm and thin Ag metal film 
deposited by evaporation, following parameters were obtained: 1) nanotube resistances ~ 
4.5 k / m, 2) specific contact resistances rc were shown to depend strongly on the thickness 
of the Ag film, being of 38 k  m and 1.6 k  m (i.e., 6.4 k  for 2 contacts of 0.5 m length 
each) for Ag layers of 23 and 63 nm, respectively. From the relation rc= c/( d/2), where c is 
the specific contact resistivity for a nanotube of diameter d, c values were determined: 35 
and 1.3  cm2, for 23 and 63 nm thick layers of Ag, respectively. In this case, the 
contribution of contact resistances (inversely proportional to its length) to a total 2 terminal 
resistance becomes insignificant for contact lengths exceeding 1 m. Much higher values for 
thinner metal films are due to non-complete coverage of the nanotubes.  
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Note that in the measurements using the transfer length method (TLM) by Jackson & 
Graham, 2009, the specific contact resistance between a thin film single wall carbon 
nanotube electrode and a deposited silver contact were found to be considerably higher: 20 
m  cm2.  The same method was used by Liu et al, 2008, but the test structures for TLM were 
produced using densified carbon nanotube strips formed from vertically-aligned CNT 
forests and various metal films. Contact resistances of Ti/CNT, Pd/CNT, Ta/CNT, and 
W/CNT contacts with the same nominal contact area were extracted to be 40, 49, 108, and 
160 , respectively. This corresponds to even higher specific contact resistivity values for the 
nominal contact area ~0.144 mm2. The high resistivity is explained by the geometry of the 
experiments, where intertube tunneling is the main mechanism of lateral conduction. It is 
also argued that actual metal/CNT contact area can be much smaller than the nominal 
contcat area, so that c values cannot be accurately calculated. These results show that  much 
care should be taken while comparing data obtained using different methods and specific 
experimental conditions. Speaking more generally, considerable contributions still should 
be developed in the area of metrology of measurements involving nanostructured materials, 
in particular nanotubes.   

6. MWCNTs for sensing applications  
Another interesting appilcation of carbon nanotubes is for gas sensing (Star et al, 2006; Zhao, 
et al, 2007). However, bare nanotubes do not show appreciable sensitivity to some gases, 
and recently demonstrated decoration of CNTs by  nanoparticles (NPs) (Kong et al, 2001) 
sensitive to the gases of interest (electron-donating or electron-withdrawing) opened the 
way to CNT/NP based gas sensors with improved performance and wider area of 
applications. CNT/NP hybrid nanostructures can be selectively sensitive towards various 
species in a gas or vapor. Nanoparticles of metals like Pd, Al, Pt, Sn, Pd and Rh have been 
used to decorate CNTs, allowing selective detection of gases like H2, NH3, NO2 (Kim et al, 
2006), CH4 (Lu et al, 2004), H2S and CO (Star et al, 2006). CNT/NP based gas sensors in 
different configurations (e.g., CNT-FET, chemical resistors) can have extremely high 
selectivilty due to high aspect ratio, fast time response and extremely low power 
consumption ( W range). Currently, considerable research efforts are concentrated on 
development of technologies (among them: electroless, sputtering, reflux, hydrolysis, super-
critical CO2 and others) capable to decorate both SWCNTs and MWCNTs with different 
metals and their oxides, selectively sensitive to different gases.  
Other nanostructured materials, metal oxide nanowires (NWs) have been recently 
implemented as gas sensing elements with high surface-to-volume ratios that allow for 
considerable improvement of sensitivity and reduction of response/recovery times and 
power consumption (to ~10�–5 W, at typical bias of 5-10 V) (Kolmakov and Moskovits, 2004). 
Furthemore, in experiments with SnO2 NWs, self-heating by Joule effect has been shown to 
provide local NW temperatures high enough (~200-300 °C, Prades et al, 2008) to avoid the 
use of external heating in gas sensing experiments. Note that an external heating (and high 
power consumption) is usually required for conventional sensors based on metal oxide thin 
films. However, two functions, sensing and self-heating, are coupled in the same element: 
the NW resistance can be changed significantly under exposure to the gas, in turn this will 
change the power dissipated on a NW and thus its temperature. This may result in non-
linearities in the sensor response and requires appropriate calibration procedures.      
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CNT/NP hybrid structures represent other alternative of nano-scaled gas sensors that can 
operate at low voltage and power consumption (Gelamo et al, 2009). Depending on the type 
of nanotube, basically two different sensor configurations are currently under intensive 
studies: field effect transistors (FETs) and chemiresistors (CRs). FETs using semiconducting 
single-wall carbon nanotubes, have shown to be very sensitive to various gases however 
fabrication of these devices is technologically more challenging than those based on CRs.  
Thin films of mixed metallic and semiconducting SWCNTs deposited between arrays of 
interdigitated electrodes in a CR configuration, were shown to be very sensitive to gases like 
NO2 and CH4 (Lu et al, 2006).  Room temperature methane detection was demonstrated for 
SWCNTs decorated with Pd clusters even at room temperarure and a few mW power 
consumption (Lu et al, 2004).  
For multi-wall carbon nanotubes, a CR configuration has been studied (Meyyappan, 2005). 
In principle, the MWCNT based sensors must be less sensitive than those based on 
SWCNTs, as the measured current (and the associated noise) is supposed to pass through 
the whole volume of a MWCNT including all internal walls, whereas the reaction with gases 
should affect mainly the current fraction through the outermost wall. However, as discussed 
above, for distances shorter than ~1 m, current redistribution between graphitic shells is 
small (Moshkalev et al, 2008), i.e., for side contacted MWCNTs and short gaps between 
electrodes the major fraction of current passes through the outermost wall. In terms of 
sensing configuration, this effectively transforms a short side-contacted MWCNT in a big-
diameter �“single-wall�” metallic CNT, providing higher signal-to-noise ratio in gas sensing. 
Self-heating by Joule effect has been observed in nanotubes also, and so can be  successfully 
employed in the case of CNTs based sensors, increasing sensitivity of hybrid CNT/NP 
systems to gases under interest, see below. Figure 3 shows some examples of MWCNTs 
decorated with SnO2 nanoparticles for sensing applications, and Fig. 4 presents an 
individual MWCNT and MWCNT film deposited over metal electrodes by DEP and 
decorated by Ni (electroless) and SnO2 (hydrolysis) nanoparticles, respectively. 
 

      
Fig. 3. SEM (left) and TEM (right) images of MWCNTs decorated by SnO2 nanoparticles. 

Multi-wall carbon nanotubes decorated by Ti nanoparticles were used for gas (N2, Ar, O2) 
and pressure sensing at low temperatures (Gelamo et al, 2009). Chemiresistor sensor 
configurations with supported and suspended nanotubes were tested. For the latter, cuts 
between electrodes were produced by a focused ion beam before deposition of nanotubes by 
dielectrophoreris. 
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Fig. 4. Individual MWCNT (left) and MWCNT film (right) deposited over metal electrodes 
and decorated by Ni and SnO2 nanoparticles, respectively. 

As can be seen in Fig. 5, two gas sensing mechanisms (chemical, for O2, and electrothermal, 
for chemically inert Ar and N2) were demonstrated. For the former, current decreases, and 
for the latter, increases during pulsed gas injection. The contributions of these mechanisms 
were shown to depend strongly on the CNT heat balance. The electrothermal mechanism is 
due to changes of the CNT electrical resistance (Kuo et al, 2007). Metallic MWCNTs can be 
self-heated considerably by current (in the way similar to NWs), and this leads to a rise of 
resistivity, with the temperature coefficient of resistivity (TCR) ~ 0.1% oC-1 (Kawano et al, 
2007). Further, when a gas is injected in the vacuum chamber, fast CNTs cooling by the gas 
may result in a measurable current increase. This effect was first observed by Kawano et al, 
2007. For suspended nanotubes (and attached nanoparticles), heating by Joule effect is much 
stronger, resulting in strong enhancement of chemical sensitivity to gas (oxygen). 
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Fig. 5. Sensor response to pulses of gases N2, Ar and O2, peak pressures of 150, 30 and 4 
mTorr, respectively (Gelamo et al, 2009).  

Finally, a CNT/NP hybrid material has been successfully applied for low-pressure gas 
sensing applications in chemical resistor configuration.  In this configuration,  multi-wall 
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carbon nanotubes serve as a conductive channel (for electrical signal acquisition), a heating 
element (for local heating of attached nanoparticles), and a substrate for NPs deposition (for 
selective gas sensitivity), whereas nanoparticles are employed to provide selective 
sensitivity to specific gases. 

7. Conclusion 
Many potential applications of carbon nanotubes in microelectronics are now being  
investigated extensively in many laboratories. Just a few specific applications are considered 
in the present work in more detail, showing some current problems and achievements.  
Some earlier expectations have failed, but many new opportunities arise constantly and, in 
many cases, unexpectedly. Recent introduction of new related nanocarbon material, 
graphene, is just one such example. For successful large-scale integration in new 
microdevices, development of reliable and compatible technologies that provide well 
controlled synthesis, positioning, characterization, manipulation and modification of 
nanotubes properties is still a great challenge.  
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1. Introduction 
Carbon nanotubes (CNTs) are attractive as nanosize structural elements from which devices 
can be constructed by bottom-up fabrication. A CNT is a macromolecule of carbon and is 
made by rolling a sheet of graphite into a cylindrical shape. CNTs exhibit excellent electrical 
properties that include current densities exceeding 109 A/cm2 and ballistic transport along 
the tube. Because of these factors, with their large electro-migration tolerance and low 
electrical resistance, CNTs can be used as nano-size wiring materials, and are thus becoming 
potential candidates for future LSI interconnects. Much effort has been made to produce 
CNT vias, which use bundles of MWNTs (multi-walled carbon nanotubes), as vertical 
wiring materials as shown in Figure 1. Sato et al. demonstrated low-resistance CNT vias 
employing a novel metallization technology, which used preformed catalyst metal particles, 
to grow dense MWNT-bundles by thermal chemical vapor deposition (CVD). 
 

 

MWNT
CNT via

Low-k

MWNT
CNT via

Low-k

 
Fig. 1. Schematic of future LSI interconnects consisting of CNT vias and low-k materials. 

The advantage of CNT-bundles is their low resistance, which may be the solution to the 
problem of high resistance in scaled-down vias. As shown in Fig. 2, we estimated the 
resistance of a 50-nm-diameter via depending on the filling rate of CNTs in the via area. In 
this estimation we assumed that CNTs have the quantum resistance RQ = h/4e2 = 6.45 k  
(conductance GQ = 2GQ0 = 4e2/h, which reaches the maximum conductance limit for ballistic 
transport in two channels of a CNT), that current flows through each shell of MWNTs, and 
that there is no dependence of ballistic transport on CNT length. In order to lower the 
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resistance of CNT vias, it is necessary to increase the nanotube�’s density, by decreasing its 
diameter. Regarding the electrical properties, CNTs consist of semiconductive CNTs as well 
as metallic types. Since the energy gap of a semiconductive CNT is inversely proportional to 
its diameter, smaller-diameter SWNTs may adversely influence the current conduction 
property. On the other hand, larger-diameter MWNTs seem to have a vanishing energy gap 
at room temperature. So, we are aiming at using metallic MWNTs with their ballistic 
transport properties as vias. 
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Fig. 2. Estimated resistance of 50-nm-diameter vias dependent on the filling rate of CNTs in 
a via hole for 1-nm-diameter SWNT, 3-nm-diameter 3-walled MWNT, and 5-nm-diameter 6-
walled MWNT. 

In this study, we demonstrated vertically scaled-down CNT via interconnects to clarify the 
current conduction properties of MWNT-bundles grown using thermal CVD. Based on our 
investigation, the carrier transport is expected to be ballistic for scaled-down vias. The 
excellent tolerance of CNT vias to a high current density was also demonstrated. 

2. Experimental 
As schematically shown in Fig. 3, we proposed CNT damascene processes to integrate 
scaled-down CNT vias with Cu interconnects. The processes were mostly compatible with 
conventional Cu interconnects. Briefly, a substrate with a Cu interconnect covered by a 
dielectric layer was first prepared. The dielectric layer was SiOC with k = 3.0 or k = 2.6. Via 
holes with a diameter of 160 nm were made using conventional photolithography followed 
by dry etching. A TaN/Ta barrier layer and a TiN contact layer were deposited by physical 
vapor deposition (PVD). Because CNTs do not need barrier layers, it is favourable to deposit 
these metals except the sidewall of the via hole. Size-controlled Co particles with an average 
diameter of about 4 nm were then deposited using a catalyst nano-particles deposition 
system. Previously we grew CNTs selectively in via holes, but all over the substrate in our 
new damascene process. For MWNT growth using the thermal CVD system, a mixture of 
C2H2 and Ar at 1 kPa was used as the source gas. The substrate temperature ranged from 
400 ºC to 450 ºC. The chemical mechanical polishing (CMP) process we used is as follows: 
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Fig. 3. CNT damascene via process: (a) Via hole formation on bottom Cu interconnect, (b) 
TaN/Ta barrier layer, TiN contact layer and Co catalyst nanoparticle formation, (c) MWNT 
growth, (d) SOG coating, (e) CMP Planarization, and (f) Top Cu interconnect formation. 

the samples were coated with the spin-on glass (SOG) in order to hold the CNTs during the 
CMP process. CNTs were polished on the TiN layer on a SiOC layer with a conventional 
IC1000 pad and silica slurry under pressures of 2 psi (13.8 kPa) for 240 sec. Then, the TiN 
and TaN/Ta layers were polished with conventional barrier-metal CMP slurry. After 
polishing, the substrate was slightly wet-etched using buffered HF solution. Finally, the Ti 
top contact layer, Ta barrier layer and Cu wire were connected to CNT vias by PVD without 
subsequent annealing. 

3. Results and discussion 
Figures 4(a) and (b) are the cross-sectional scanning electron microscopy (SEM) images of 
CNT vias fabricated with growth temperatures of 450 ºC and 400 ºC. We can see in the 
images that CNTs grown at 400 ºC are a little less straight than those at 450 ºC, suggesting 
CNTs at 400 ºC are a little more defective. 
To further investigate the quality of CNTs, we performed transmission electron microscopy 
(TEM) analyses, whose results are shown in Fig. 5. The TEM images indicate that CNTs 
grown at either temperature are of high quality. However, CNTs at 400 ºC appear to be a 
little more defective. 
Figure 6(a) shows a cross-sectional SEM image of CNTs formed all over the substrate, having 
160-nm diameter via holes, at the growth temperature of 450 ºC. We succeeded in growing 
vertically-aligned MWNTs with a diameter of 10 nm, a shell number of 7 and a density of 
3x1011 cm-2. Figure 6(b) shows a cross-sectional SEM image of CNT vias after CMP 
planarization. MWNT-bundles were successfully polished under pressures as low as those in 
the conventional Cu/low-k CMP process. Although SOG is filled well with MWNTs inside the 
160-nm-diameter via hole, the filling factor of CNT in via is still low in this study. 
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Fig. 4. Cross-sectional SEM image of the 160-nm-diameter CNT growth temperature  
(a) 450 °C and (b) 400 °C. 
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Fig. 5. TEM image of the CNT growth temperature (a) 450 °C and (b) 400 °C. 
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Fig. 6. Cross-sectional SEM image of (a) vertically aligned MWNTs formed all over the 
substrate, having 160-nm-diameter via holes, and (b) 160-nm-diameter CNT vias after CMP 
planarization. 
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We measured the via resistance of 2800-nm-diameter CNT vias with a four-point probe 
using Kelvin patterns. Figures 7(a) and (b) show the current-voltage characteristic on the 
low-bias region for the via height of 60 nm and 520 nm, respectively. For both cases, the 
current increased linearly depending on the voltage, and good ohmic contacts were 
achieved between the MWNT-bundle and the TiN contact layer. We summarized the 
electrical properties of 2800-nm-diameter CNT vias for a via height of 60 nm and 520 nm in 
Table I. The obtained resistance of 0.05  for 60-nm-height 2800-nm-diameter vias is the 
lowest value ever reported. The most important point of the result is that the via resistance 
decreased by about 84% as the via height decreased by about 89%. 
 

 

Voltage (mV)

C
ur

re
nt

 (m
A

)

C
ur

re
nt

 (m
A

)

-4 -3 -2 -1 0 1 2 3 4
Voltage (mV)

-4 -3 -2 -1 0 1 2 3 4

0
2
4
6
8

10
12

-2
-4
-6
-8

-10
-12

0
2
4
6
8

10
12

-2
-4
-6
-8

-10
-12

(a) 60-nm-height via (b) 520-nm-height via

Voltage (mV)

C
ur

re
nt

 (m
A

)

C
ur

re
nt

 (m
A

)

-4 -3 -2 -1 0 1 2 3 4
Voltage (mV)

-4 -3 -2 -1 0 1 2 3 4

0
2
4
6
8

10
12

-2
-4
-6
-8

-10
-12

0
2
4
6
8

10
12

-2
-4
-6
-8

-10
-12

(a) 60-nm-height via (b) 520-nm-height via

 
Fig. 7. Current-voltage characteristic of the 2800-nm-diameter CNT vias with a via height of 
(a) 60 nm and (b) 520 nm. 
 

Sample Diameter 
(nm) 

Height 
(nm) 

Resistance 
( ) 

Resistivity 
( cm) 

Transport 
property 

#1 2800 60 0.05 - Ballistic 
#2 2800 520 0.32 379 Ohmic 

Table 1. Summary of electrical properties for CNT vias. The CNT density of 3x1011 cm-2 
corresponds to the filling rate of 24%. The diameter and the shell number are 10 nm and 7, 
respectively. The shell number which contributes to the current conduction was estimated 
from the assumption of the quantum resistance. 

Figure 8 shows via resistance distributions of the 2000-nm-diameter CNT vias with and 
without CMP planarization. The average via resistance of the sample with CMP decreased 
by about 25% compared with that without CMP. The scattering for the distribution of the 
sample with CMP is also smaller than that without CMP. We speculated that cutting the 
CNT bundles short by CMP could increase the number of electrical contacts between 
MWNT tips and the top metal electrode, because as-grown CNT bundles have an 
unfavorable worse uniformity in length. 
We also measured the resistance of 160-nm-diameter CNT vias with a four-point probe 
using Kelvin patterns. Figure 9 shows the current-voltage characteristics on the low-bias 
region. It was found that the resistance depended on the growth temperature. The via 
 



 Solid State Circuits Technologies 

 

232 

 

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty
 (%

)

Via Resistance (arb. units)

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty
 (%

)

Via Resistance (arb. units)  
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Fig. 9. Current-Voltage characteristics of the 160-nm-diameter CNT via grown at (a) 450 °C 
and (b) 400 °C. 
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resistance was 34  for a growth temperature of 450 ºC, and 64  for 400 ºC. Since the site 
density of the CNTs was similar for both temperatures, we speculate that the difference in 
resistance may have been caused by the difference in the CNT quality. 
To investigate the transport mechanism, we measured the temperature dependence of the 
via resistance as shown in Fig. 10. The 520-nm-height vias shows the linear decrease of the 
resistance by decreasing the temperature. This characteristic is ohmic, which has been 
attributed to electron-phonon scattering. The corresponding resistivity of 379 cm was 
obtained for 520-nm-height CNT vias, which are of the same order of magnitude as the 
value of CVD-tungsten (W) plugs (100-210 cm). On the other hand, the resistance of 60-
nm-height vias was independent of temperatures as high as 423 K, which suggests that the 
carrier transport is ballistic. 
In order to estimate the electron mean free path CNT of ballistic transport, we assumed the 
quantum resistance RQ. The CNT via resistance RVia is given by (1), where RC is the 
imperfect metal-CNT contact resistance, nCNT is the number of shells which contributed to 
the current conduction and H is the via height 

         
RVia=                                  

RC +  RCNT

nCNT
RVia=                                  

RC +  RCNT

nCNT  
(1)

 
where 

RCNT = RQ=            ... if  H « CNT
h

4e2

= H = H ... if  H > CNT
h

4e2
CNTCNT

RQ

RCNT = RQ=            ... if  H « CNT
h

4e2

= H = H ... if  H > CNT
h

4e2
CNTCNT

RQ

 
Assuming the imperfect contact resistance RC is as low as 0.5 k , we estimated that the shell 
number of 7 contributed as a current conduction channel.  
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Fig. 10. Temperature dependence of the via resistance for the 60-nm and 520-nm-height 
CNT via. 
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Figure 11 shows the via resistance as a function of the via height. The filled circles show the 
previous results for 2800-nm-diameter vias with a growth temperature of 450 ºC. The solid 
lines indicate the via resistance calculated assuming various electron mean free paths. An 
solid rectangle or triangle indicates the current result normalized to a diameter of 2800 nm. 
As can be seen in the figure, the current result for 450 ºC falls on the line for an electron 
mean free path of 80 nm, the same as the previous data. This seems reasonable considering 
the growth temperature for the previous data was also 450 ºC. On the other hand, the 
resistance for 400 ºC falls on the line for an electron mean free path of 40 nm, which suggests 
the quality of CNTs grown at 400 ºC is not as high as that at 450 ºC, as also speculated from 
the SEM and TEM results. We therefore currently work on synthesizing higher-quality 
CNTs at 400 ºC or lower. 
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Fig. 11. Via resistance dependence as a function of the via height.  
Solid line: the via resistance calculated assuming various electron mean free paths.  
: 2800-nm-diameter via 450 °C growth, : 160-nm-diameter via 450 °C growth, : 160-nm-

diameter via 400 °C growth. 
The stability of the via resistance under an electric current with a density of 5.0×106 A/cm2 is 
shown in Fig. 12(a). The via diameter and growth temperature were 160 nm and 400 ºC, 
respectively. The dielectric layer was made of SiOC with k = 2.6. The measurement was 
performed at 105 ºC in a vacuum. The resistance remained stable even after running the 
electric current for 100 hrs. This indicates that the CNT via is robust over a high-density 
current as we expect. The cross-sectional TEM image of the via is shown in Fig. 12(b). The 
via shape looks deformed, but this was caused by high-energy electrons during the TEM 
observation.  
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Fig. 12. (a) EM characteristics at 105 ºC in a vacuum and (b) cross-sectional TEM image of 
the CNT via. 

4. Conclusion 
In this chapter, we report our trials of using bundles of CNTs with their ballistic transport 
properties as via interconnects of LSIs. We proposed CNT damascene processes to integrate 
 scaled-down CNT vias with Cu interconnects. Moreover, we demonstrated vertically 
scaled-down MWNTs via interconnects to clarify the current conduction properties of 
MWNTs-bundles.  
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We fabricated a CNT via interconnect and evaluated its electrical properties and robustness 
over a high-density current. We found that the CNT via resistance was independent of 
temperatures, which suggests that the carrier transport is ballistic. From the via height 
dependence of the resistance, the electron mean free path was estimated to be about 80 nm, 
which is similar to the via height predicted for hp32-nm technology node. This indicates that 
it will be possible to realize CNT vias with ballistic conduction for hp32-nm technology 
node and beyond. It was also found that a CNT via was able to sustain a current density as 
high as 5.0×106 A/cm2 at 105 ºC for 100 hours without any deterioration. 
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1. Introduction     
Boosted by the demands of the rapidly growing wireless communication market, there is an 
increasing interest in the development of the radio frequency integrated circuits (RFICs). As 
highlighted by the International Technology Roadmap for Semiconductors (ITRS) annually, 
interconnect has become one of the most critical factors affecting the performance of ICs 
(ITRS, 2008). Thereafter, incorporating interconnect effects into the RFIC design flow 
becomes increasingly essential.  
Because of the mature technology, low fabrication cost and high packing density, CMOS 
technology is deemed as a strong contender compared with other available technologies (Shi et 
al., 2005). Therefore, this chapter will mainly focus on the analysis of interconnects using 
conventional CMOS technology. Nevertheless, the authors would also like to shed some lights 
on some emerging interconnect concepts and technologies in the last part of the chapter.  

1.1 Physical background 
When an electric field, E, is applied, free electrons of the conductor begin to accelerate in the 
opposite direction to the applied E. Thus the average electron movement is in one direction. 
The movement of the charges and the established electric and magnetic fields are the basis 
for information transfer in interconnects. In order to understand interconnect behaviours in 
the RF ranges, several physical phenomena must be taken into consideration. 

1.1.1 Inductive effect 
The movement of the charges results in a magnetic field and hence the storage of the 
magnetic energy. The ability of a conductor to store the magnetic energy is described by its 
inductance. 
At low frequencies, the impact of the magnetic field is often neglected, and interconnects are 
usually characterized by the conventional RC model (Kleveland et al., 2002). However, 
when the frequency increases beyond multi-Gigahertz, the inductive reactance of the 
interconnects becomes comparable to or dominant over the resistance. Therefore, the 
inductance and the magnetic field must be considered (Gala et al., 2002) in the Gigahertz 
frequency range. Hence, it becomes a major concern of the current interconnect modelling. 

1.1.2 Skin effect 
At low frequencies, current flow is uniformly distributed over the cross section of the 
conductor. The resistance of an interconnect with length l (m), width W (m) and thickness t 
(m) is given by (Plett & Rogers, 2003): 
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 s
l lR = R

tW W
 ( )  (1) 

where  ( m) is the resistivity of the interconnect material and Rs ( ) is the sheet resistance 
based on DC measurements. 
However, at high frequencies, say above 5 GHz, the EM fields attenuate substantially when 
they pass through the conductor. The current crowds to the surface of the conductor, as 
shown in Fig. 1. This is known as skin effect. 
 

 
Fig. 1. Illustration of skin effect  

The mechanism of skin effect can be explained either from an electrical circuit perspective or 
an electromagnetic perspective. From the circuit perspective, the currents in the conductor 
always flow in a way, which has the least impedance, i.e., R+j L. For direct current, the 
imaginary part of the impedance is zero. The currents are distributed uniformly. This way of 
distribution has the least resistance or impedance. As the frequency increases, the imaginary 
part becomes more and more significant. While the current crowds to the surface of the 
conductor, the average distance between the currents is more than that of the currents which 
are distributed uniformly. Consequently, the magnetic coupling and the inductance are 
minimal, so is the impedance. From electromagnetic perspective, the electromagnetic waves 
are attenuated when they pass through the conductor. At a sufficient depth, all electric and 
magnetic fields are negligible and there is no current flow. The high-frequency voltage 
between the two terminals of the conductor creates a high-frequency electric field and a 
high-frequency current in the conductor and thus creates a magnetic field. This is equivalent 
to the situation where electromagnetic waves penetrate the conductor. Those fields are 
attenuated as they passing into the conductor. The currents inside the conductor weaken 
with the attenuation of the electric field. 
At a sufficient depth, all the fields are negligible and there is no current. Hence, the effective 
cross section of the conductor shrinks with the increase of the frequency. Skin depth  is 
defined in Eq. 2 in (Plett & Rogers, 2003). It refers to the depth from the surface of a 
conductor, where the currents are confined to flow. 

 2 1
f

 (m)  (2) 
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where  (H/m) and  (S/m) are the permeability and the conductivity of the conductor 
respectively.  (rad/s) represents the angular frequency, which is the product of 2  and the 
operating frequency f (Hz). 
We now need to modify the conventional calculation of the resistance in Eq. 1 by replacing 
the geometrical cross-sectional area with the effective one. When  << W, t, the resistance 
formula could be approximated as Eq. 3 (Plett & Rogers, 2003): 

 
( 2 )( 2 )

lR
Wt W t

 ( )  (3) 

As the skin depth decreases with the increasing frequency, the resistance of the conductor 
becomes frequency-variant. It increases along with the frequency. On the contrary, the 
inductance reduces. The reason is that at low frequencies, the magnetic energy is stored 
inside as well as outside the conductor. However, as frequency increases, the current flow is 
mostly concentrated near the surface of the conductor. Hence, the magnetic field becomes 
confined to the region outside the conductor. 

1.1.3 Substrate effect 
In current CMOS technologies, low-resistivity (1 to 20  /cm (Marsh, 2006)) substrate is 
commonly used to improve yields and suppress the latchup. However, in RF ranges, the 
low-resistivity substrate causes significant high frequency losses. The silicon substrate 
therefore appears to be a major concern of the use of CMOS in multi-Gigahertz applications. 
Therein, its mechanism must be studied thoroughly and its effect must be considered. 

 
Fig. 2. Eddy currents in the substrate (Zheng, 2003) 

The substrate affects interconnects in two ways: eddy current losses and substrate losses 
induced by the displacement currents injecting into the substrate (Chiprout, 1998). Fig. 2. 
illustrates the eddy currents in the substrate which are induced by the current flowing 
through the conductor. The eddy-current, in turn, will change the magnetic field and the 
inductance of the conductor. Particularly, if a high conductivity substrate is used at high 
frequencies, the eddy currents are strong and crowded near the surface of the substrate, the 
inductance is reduced and there are significant eddy current losses (Zheng, 2003). The 
impact of the eddy current is frequency dependent. For direct current, no eddy current is 
induced. The inductance is equivalent to that in the free space. As the frequency increases, 
the eddy current becomes stronger and more crowded to the surface. 
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Fig. 3. Displacement current injected into the substrate (Zheng, 2003)  

Fig. 3 illustrates the procedure of substrate losses derived from the injection of the 
displacement currents. The displacement currents flowing through the capacitance 
terminating on the substrate result in additional resistive losses. The capacitance to the 
substrate is also frequency-dependent. It is larger at higher frequencies because of skin effect 
of both the conductor and the substrate, as well as the frequency dependence of the effective 
permittivity (Zheng, 2003).  

1.1.4 Corner effect 
In most cases, straight-line interconnects are not adequate for on-chip interconnections. 
Interconnects with bends are often required. These bends are usually with angles of 90° or 
45°. As mentioned in Section 1.1.2, the currents tend to flow in a path with the least 
impedance. Hence, in consequence of the appearance of the bends, the current distribution 
is different from that in straight-line interconnects. Fig. 4 illustrates the current distribution 
in the corners. This difference is known as the corner effect (Edwards & Steer, 2000). 
 

 
Fig. 4. Magnitude of the current densities at 10 GHz (a) right-angled bend; (b) an optimally 
mitred bend (Edwards & Steer, 2000). 

1.1.5 Distributed effect 

When the length of the interconnect is less than 1
20

of the wavelength , the signal can be 

deemed as reasonably constant along the entire length of the interconnect. Hence it can be 
characterized with lumped components. However, when the length of the conductor is 

longer than 1
10

 of , the capacitance and inductance are distributed throughout the 
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interconnect. They cannot be confined to a lumped element. This effect is called distributed 
effects (Edwards & Steer, 2000). 

1.2 Model development 
Due to increased circuit complexity and higher operating frequency, the circuit performance 
becomes more and more subjected to interconnect behaviors. Inappropriate decision of 
interconnects in the design stage may lead to either over-design or excessive design 
iterations after tapeout. Therefore, there is an increasing need of adequate electronic design 
automation (EDA) tools for interconnect models from the industry. SPICE (simulation 
program with integrated circuit emphasis), developed by the University of California, 
Berkeley has become the industry standard simulation tool. With accurate models and 
precise model parameters, useful simulation results can be achieved to aid the IC design and 
significantly shorten the product-to-market time. 
Besides SPICE-like circuit simulators, there are also electromagnetic (EM) simulators based 
on numerical solutions of Maxwell's equations that describe the EM behaviors of physical 
structures. EM simulators are capable of precisely analyzing the high frequency effects of 
the devices. However, they take up extremely high computing power and are very time 
consuming. Moreover, in-depth EM knowledge is required for using those EM simulators 
(Azadpour & Kalkur, 2002). Therefore, SPICE-compatible circuit models represented in 
capacitance, resistance and inductance, for instance, which are much easier to handle, are 
preferred by circuit designers.  
In order to develop a desired equivalent circuit model for on-chip interconnects, there are 
mainly three stages to follow, namely, model construction, parameter extraction and model 
verification (Shi et al., 2008). 
In the first stage, the model structure is established. The constructed interconnect model 
should be capable of characterizing the high frequency effects as well as incorporable with 
conventional EDA tools. The main challenge in this stage is that the interconnect behavior 
becomes frequency-variant at high frequencies. Although behavioral models, which can 
characterize the frequency-dependent characteristics, can be used in SPICE-like simulators, 
it is much slower than those only involve frequency-independent components. Therefore, 
characterizing the frequency dependent characteristics with frequency independent 
components would be more desirable. 
In the second stage, model parameters are extracted. Essentially, the problem in parameter 
extraction is a multi-parameter and multi-target optimization. The accuracy, convergency 
and efficiency of the extracted data strongly depend on the chosen algorithm. Therefore, the 
algorithm should be selected, developed and applied appropriately. 
Finally, the proposed model is verified with on-wafer measurements to ensure its accuracy. 

2. Interconnect models     
2.1 RC model  
In many EDA tools, the interconnects are modelled as resistance and capacitance (RC) 
components (Celik et al., 2002; Shin et al., 2004), as shown in Fig. 5.  
The calculation of the resistance for this model is straightforward. For a uniform structure with 
a rectangle cross-section the resistance can be calculated by Eq. 3.  For the nonuniform or 
nonrectagle structures, the resistance calculation is more difficult. One aproach is to split the 
conductor into simple regions so that Eq. 3 can be applied to each region. Another approach is 
to formulate and solve the problem in terms of Laplace equations (Celik et al., 2002). 
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Fig. 5. RC model 

For capacitance extraction, many techniques can be used, varying from simple 2-D analytical 
models to 3-D EM solvers (Celik et al., 2002). 
This RC model is simple and straight forward. However, it becomes inadequate in the RF 
ranges. 

2.2 Transmission line model 
As stated in Section 1.1, when the operating frequency reaches multi-Gigahertz, inductive 
effect and distributed effect must be considered. Therefore, transmission line models are 
mostly studied and employed. The transmission line characteristics of an interconnect line can 
be mathematically formulated with the Telegrapher's equations (Pozar 1998) as listed below, 

 

( , ) ( ) ( , )

( , ) ( ) ( , )

dV x t R j L I x t
dx

dI x t G j C V x t
dx

  (4) 

where the voltage V and the current I along the line are both functions of position x and 
time t. R is per-unit-length (PUL) resistance, L is PUL inductance, G is PUL conductance and 
C is PUL capacitance. The RLGC model of the classical transmission line is shown in Fig. 6. 
 

 
Fig. 6. Classical transmission line RLGC model 

The standard solution to the Telegrapher's equations is 

 1 ( )

x x

x x

V V e V e

I V e V e
Z

  (5) 
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where  

                                     ( )( )R j L G j C   (6) 

is the complex propagation constant and  

 R j LZ
G j C

 ( )  (7) 

is the characteristic impedance of the interconnect. 
The line parameters ( , Z, R, L, G and C) can be extracted from S-parameter measurements 
(Eisenstant & Eo 1992). 
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where Zo denotes the reference impedance of the S-parameter measurement system, which 
is usually 50 . During the extraction of  and Z from e- x and Z2, extracted parameters with 
values that are not physically real, such as negative attenuation constants are ignored 
(Eisenstant & Eo 1992). 
The line parameters R, L, G and C are extracted from S-parameter measurements as follows: 

 ReR Z  ( )  (11) 

 
Im Z

L   (H)  (12) 

  ReG
Z

 (S)  (13) 

 
Im

ZC  (F)  (14) 

Since the characteristics of interconnects are frequency-variant, the extracted parameters are 
also frequency dependent. In order to fully describe the behaviour of high frequency 
interconnects with frequency independent components, the classical transmission line 
model is modified. Several model structures could be found in the literature, as shown in 
Fig. 7 to Fig. 10. 
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Fig. 7. Improved transmission line model 1 (Eo & Eisenstadt, 1993) 
 
 

 
 

Fig. 8. Improved transmission line model 2 (Deutsch et al., 2001) 

 
 

 
 

Fig. 9. Improved transmission line model 3 (Kleveland et al., 2002) 
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Fig. 10. Improved transmission line model 4 (Zheng et al., 2000) 

2.3 Lumped element model 
The RLGC parameters of the transmission line model characterize the PUL property. 
Therefore, the model complexity is proportional to the physical dimension of the 
interconnects. On the other hand, the on-chip RF interconnects can also be characterized by 
deliberately proposed lumped element models. 

2.3.1 Straight-line interconnects   
The function of interconnects is to connect different devices or blocks together. In the low 
frequency ranges, interconnects can be characterized by frequency-independent resistors (R) 
and capacitors (C). However, this RC model is not applicable at high frequencies. The 
reason is that as the frequency increases, the inductive effect, skin effect, substrate effect and 
distributed effect begin to have significant influences on the characteristics of the 
interconnects. All these effects are dependent on the frequency. In other words, the 
characteristics of RF interconnects are frequency-variant. Ideally, frequency-variant models 
should be used in the simulation. However, behavioural models which can characterize the 
frequency-dependent elements are much slower than models only involve frequency-
independent components.  
According to the notion described by Edwards and Steer in (Edwards & Steer, 2000), when 

the length of the interconnect is less than 1
20

 of the wavelength , the signal can be deemed 

to be reasonably constant along the entire length. Hence a lumped one-  model shown in 
Fig. 11 is adequate. This one-  model topology is widely used in the modelling of on-chip 
inductors. 
With the increase in the length of the interconnect, the distributed effect begins to show its 

impact. When the length is longer than 1
10

 of , the transmission line model should be used 

(Edwards & Steer, 2000).  can be calculated using Eq. 15. 
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Fig. 11. Schematic block diagram of one-  model  

 
r r

c
f

   (m)  (15) 

where c is the speed of light in free space (3×108 m/s), f is the frequency under 
consideration, r and r are the relative permeability and permittivity of the material in 
which the signal propagates.  
The transmission mode in the on-chip interconnect is not a pure transverse-electromagnetic 
(TEM) mode but a hybrid of transverse electric (TE) and transverse magnetic (TM) mode, 
known as a quasi-TEM mode (Marsh, 2006). Therefore, in order to apply Eq. 15, �“effective�” 
relative permittivity, which has a value between those of the substrate, the dielectric layer 
and the air, should be used. Here r =1 and r= (11.9+4.5+1)/3=5.8, where 11.9 is the relative 
permittivity of the silicon substrate, 4.5 is that of silicon dioxide and 1 is that of air, are used 
as a rough estimation of the CMOS process. 
The criteria for choosing the model topology at various operating frequencies are 
summarized in Table 1. 
 

Frequency (GHz) 0.3 5 15 30 
lumped element model ( m) 20764.1 1245.9 415.3 207.6 
Transmission line model ( m) 41528.2 2491.7 830.6 415.3 

Table1 Critical Length of various frequencies 

From Table 1, it reveals that for the intended frequency range, i.e., from 300 MHz to 30 GHz, 
the selection of the model topology is complicated. For example, at 30 GHz, the one-  
model is suitable only when the length of the on-chip interconnect is less than 207.6 m, 
otherwise the validity of the model cannot be guaranteed. At 300 MHz, the transmission line 
model is appropriate only when the length is longer than 41528.2 m; otherwise, it is not 
necessary to employ this topology. For typical RF circuit sub-blocks, such as low noise 
amplifier (LNA), voltage controlled oscillators (VCO) and mixer, the total die size is always 
smaller than 800 m by 800 m. Therefore, 800 m is considered as the maximum length for 
on-chip interconnects of RFICs. Thus, both the lumped one-  model and the transmission 
line model are not viable. The optimal model should be capable of characterizing high 
frequency behaviours of interconnects while keeping the model simple. 
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In order to maintain the simplicity, a two-  model is developed based on the one-  model. 
The problem of the one-  model is that it cannot characterize the distributed effect which is 
significant at high frequencies. By strategically cascading two-  lumped blocks together, as 
illustrated in Fig. 12, the distributed effects can be represented. In order to simplify the 
model construction and parameter extraction, the series blocks and shunt blocks are made to 
be identical of the two s. This optimization is physically acceptable due to the symmetrical 
structure of the straight-line interconnect. 
 

 
Fig. 12. Schematic block diagram of two-  model 
As shown in Fig. 13, based on the schematic block model, the two-  equivalent circuit 
model is proposed from a physical point of view (Shi et al., 2005). 
 

 
Fig. 13. Equivalent circuit model for straight-line interconnects (Shi et al., 2005) 

With the significant increase of the operating frequency, the impact of the magnetic field 
and the magnetic coupling becomes one of the most emergent concerns of the RFIC design. 
In the two-  model, the inductance is introduced by Ls, which represents the ideal series 
inductance. Rs represents the ideal series resistance. In RFICs, as the operating frequency 
approaches multi-Gigahertz, the skin effect becomes very significant. Although it must be 
included in the simulation, frequency-variant components are not supported by 
conventional circuit simulators. Hence, mimicking the frequency-variant skin effect with 
frequency-independent components becomes the straightforward solution.  
In Fig. 13, the series components Rsk and Lsk connected in parallel are used to characterize 
the skin effect. Due to the skin effect, the behaviour of the interconnect becomes more 
resistive rather than inductive at high frequencies. In this parallel branch at low frequencies, 
most of the currents pass through Lsk. When the operating frequency rises, more currents 
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shift to the path of Rsk. With these two frequency-independent components, the frequency-
variant skin effect characteristics are thus well captured. 
Besides the skin effect, at Gigahertz frequencies the substrate losses are also substantial. In 
current CMOS RF technologies, high frequency losses are caused by the low-resistivity 
substrate (Chiprout, 1998; Zheng et al., 2000). As stated in 1.1.3 the substrate affects 
interconnects in two ways: eddy current losses and displacement current losses. The eddy 
currents in the substrate are induced by the current flowing through the conductor. The 
eddy currents, in turn, change the magnetic field and the inductance of the conductor. 
Particularly, if a high conductivity substrate is used at high frequencies, strong eddy 
currents will crowd near the surface of the substrate. As a result, the inductance is reduced 
and significant eddy current losses occur. This effect is characterized by Lsk and Rsk as well. 
As the frequency increases, the flow of the current shifts from Lsk to Rsk. Hence, the 
equivalent inductance reduces and the loss increases. 
Another part of the substrate losses is derived from the substrate injection of the 
displacement currents. The displacement currents flow through the capacitance which 
terminates on the substrate. This results in additional resistive losses. The capacitance in the 
substrate is frequency-variant as well. It is larger at higher frequencies because of skin effect 
of both the conductor and the substrate, as well as the frequency dependence of the effective 
permittivity (Edwards & Steer, 2000). This effect is modelled by the resistor and capacitors 
in the shunt block. As shown in Fig. 13, Cox represents the oxide layer capacitance, Rsub 
represents the substrate resistance and Csub represents the capacitance of the substrate. 
In the parameter extraction stage, an objective function is formulated to which an 
optimization algorithm is applied. Essentially, it is a multi-parameter and multi-target 
optimization. Optimizations can be made based on on-wafer measurements of the test 
structures to ensure the silicon verified accuracy.  
At very high frequencies, measuring the voltages and currents is difficult in practice, since 
direct measurements usually involve the magnitude and phase of wave travelling in a given 
direction, or of a standing wave. Thus equivalent voltages, currents, related impedance and 
admittance matrices become somewhat of an abstraction (Pozar, 1998). Therefore, S-
parameter is generally employed at radio frequencies.  
The parameter extraction process is summarized as follows. Firstly, the admittance of each 
sub-block in Fig. 13 is derived as a function of the circuit components, as illustrated in Eq. 16 
and Eq. 17. 

 1
1

sk sk
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  (16) 
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The Y-parameters are presented as functions of the admittance of each sub-block Y1 and Y2, 
as illustrated in Eq. 18 to Eq. 21: 
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On the other hand, the measured S-parameters are converted into Y-parameters, based on 
the equations from Eq. 22 to Eq. 25 (Pozar, 1998) as follows: 
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where Z0 is the reference impedance of the S-parameter measurement system, which is 
usually 50 . 
By combining Eq. 18 - Eq. 21 with Eq. 22 - Eq. 25, Eq. 26 - Eq. 29 are obtained.  By solving Eq. 
26 - Eq. 29, the values of Y1and Y2 can be obtained from the measurement results. 
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Therefore, the model parameter extraction becomes an optimization problem. The objective 
function F0(X) (Shi et al., 2005) of the optimization in Eq. 30 can be divided into two parts by 
the plus sign. The first part is the average error between the derived admittances and those 
obtained from the measurements. The second part is the variance of the error.  

 
1 2

22
0 ( , ,..., )

1
( )| ( ) [ ( ) ]

n

m

X X X X i i mean
i

F X f X f X F   (30) 

In Eq. (30), the vector  X = (X1, X2, ... ,Xn) represents the component values to be extracted, 
i.e., Ls, Rs, Lsk and Rsk of sub-block Y1 and Cox, Csub and Rsub of sub-block block Y2. n is the 
total number of parameters in each sub-block. m is the total number of frequency points 
under consideration. fi(X) is the error between the simulated admittance and the ones 
obtained from measurement results at each frequency point. The definition of fi(X) is given 
in Eq. 31. Fmean as defined in Eq. 32 is the mean error of the whole frequency range under 
consideration.  
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The values of Ls, Rs, Lsk and Rsk of sub-block Y1 and Cox, Csub and Rsub of sub-block Y2 can be 
determined by searching for the minimum values of F0(X), starting from the reasonable 
initial guess.  

2.3.2 Interconnects with bends 
The interconnect shapes on a real chip are very complicated. Interconnect models which 
handle straight lines only are far from sufficient. Interconnects with bends are often 
required. These bends are usually with angles of 90° or 45°. 
According to the physical configuration, the entire trace of the interconnects with bends can 
be divided into different sub-segments, i.e., straight-line segments and corner segments. The 
structural analysis and nomenclatures are illustrated in Fig 14.  
 

 
 

Fig. 14. Structural analysis of interconnect with bends (Shi et al., 2008) 



On-Chip Interconnects of RFICs  

 

253 

Henceforth, the model development methodology can be proposed. Firstly, a complex-
shaped interconnect is decomposed into sub-segments as shown in Fig. 15. Secondly, 
equivalent circuit models are developed for these sub-segments. Lastly, the sub-segments 
are cascaded to form the model of the entire interconnect. 
 

 
Fig. 15. Schematic block model of interconnect with bends (Shi et al., 2008) 
A T-network as shown in Fig. 16 is used to characterize the interconnect bends of the CMOS 
process. 
 

 
Fig. 16. Equivalent circuit model of the corner segment (Shi et al., 2008) 
It is known that currents flowing round the corners distribute unevenly, such that most of 
the flows crowd around the inner edge (Edwards & Steer, 2000). Given in (Baker et al., 
1997), the sheet resistance of straight lines is Rsquare, and the sheet resistance of corners is 
approximately 0.6×Rsquare. Additionally, considering the relatively smaller physical size of 
the corner compared to the straight line, Rb can be removed from the series branch. 
Moreover, a further simplification of the shunt block does not reduce the precision of the 
model significantly. Thus, the model can be further simplified as shown in Fig. 17.  
 

 
Fig. 17. Simplified equivalent circuit model of the corner (Shi et al., 2008) 
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The construction of the complex-shaped interconnect model seems quit straightforward. 
However, simply connecting the sub-segments together will not lead to a precise model. The 
reason is that the inductance of a curved interconnect does not equal to the sum of the 
inductances of the straight-line sub-segments. Due to the mutual inductance cancellation of 
different sub-segments, the general trend is that the larger curvature an interconnect has, the 
smaller is the inductance. In order to characterize this effect, the series inductance in the -
network of the straight-line segments which is connected to the corner segment should be 
modified. An additional parameter  (0<  <1), i.e., the multiplication factor, is introduced 
to represent this variation of the inductance. As illustrated in Fig. 18, inductance Ls in the 
second -network of Straight-line Segment 1, Ls in both of the two -networks of Straight-line 
Segment 2, and Ls in the first -network of Straight-line Segment 3 are multiplied with the 
multiplication factor . The influences of the corner can be omitted in the shunt blocks of the 
straight-line segments, so that the parameters are kept unchanged. 
 

 
 

Fig. 18. Illustration of the application of factor  (Shi et al., 2008) 
The parameter extraction of the interconnect with bends can also be formulated as an 
objective function. As shown in Fig. 18, three straight-line segments and two corner 
segments are cascaded in a sequence. Therefore, in order to get the ABCD matrix of the 
whole trace, five corresponding ABCD matrixes of each segment are multiplied (Eq. 33). 

 wire corner corner corner corner corner cornerT T T T T T T T T   (33) 

where T  denotes the ABCD matrix of each -network of the equivalent circuit model in 
Fig. 13; T corner denotes the ABCD matrix of the -network, which is influenced by the 
corner; and Tcorner denotes the ABCD matrix of the corner segment. 
Tcorner, as shown in Eq. 34, can be derived as a function matrix of the circuit components Lb, 
Rb and Cb, based on the model shown in Fig. 17. The elements of Tcorner are presented in Eq. 
35 - Eq. 38. 
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T  is defined based on Eq. 39 - Eq. 43. The derived ABCD matrix elements are functions of 
the equivalent circuit components Ls, Rs, Lsk, Rsk, Cox, Csub and Rsub. 
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The matrix elements presented in Eq. 40 to Eq. 43 are for the -networks without corner 
influence. For the corner-influenced -networks, T corner is similar to T . We just have to 
replace the item Ls with Ls to account for the corner effect as illustrated in Eq. 44 - Eq. 48. 
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where 
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The values of all the components in the straight-line segment, namely Ls, Rs, Lsk, Rsk, Cox, 
Csub and Rsub are obtained from the previous section. Thereafter, the ABCD matrix of the 
entire wire are interpreted as functions of Lb, Cb, Rb and . Corresponding S-parameters are 
expressed as functions of these variables under the following transformation formulas from 
Eq. 49 to Eq. 52. 
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The objective function F0(X) can then be obtained as Eq. 53. 
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where m is the total number of the frequency points under consideration. f1i is the error 
between the simulated S11 and those acquired from the measurement results at each 
frequency point i, which is stated in Eq. 54. f2i is the error between the simulated S21 and the 
measurement results at each frequency point i, which is stated in Eq. 55. F1mean and F2mean 

defined in Eq. 56 and Eq. 57 are the mean errors of S11 and S21 at each frequency point i. 
Given the symmetry of the interconnect test structures as shown in Fig. 14, it is known that 
Sij = Sji and Sii = Sjj. We apply the average values of the measured S11 and S22 and S12 and S21 
as follows. They are denoted by S�’11and S�’21, respectively. 
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The values of , Lb, Cb and Rb of the corner segment can be determined by searching for the 
minimum values of F0(X) as shown in Eq. 53, starting from the reasonable initial guess. 
Therefore, the model of the complex shaped interconnect can be constructed. 

3. Emerging on-chip interconnect concepts and technologies 
The previous sections have emphasized on interconnects in the conventional 
metal/dielectric system. In this section, the authors would like to shed some lights on some 
emerging interconnect concepts and technologies. According to ITRS, these interconnect 
renovations are going to play the key role in satisfying the requirements of performance, 
reliablility and power consumption of the IC designs in the long run. 

3.1 Optical interconnects 
Optical interconnects (OIs) have been proposed to overcome the communication bottleneck 
by replacing electrical wires with optical waveguides (Haurylau et al., 2006). The major 
advantages of the OIs are speed-of-light signal propagation, large bandwidth and minimum 
crosstalk between signal transmission paths (ITRS, 2008).  
While board--to-board and chip-to-chip of OIs have been actively under development, the 
feasibility of on-chip OIs is still an open question (Haurylau et al., 2006). The compatibility 
with CMOS technology is the biggest challenge for on-chip OIs and therefore gaining ever 
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increasing interest from both academia and industry. The block diagram of an on-chip OI 
system is illustrated in Fig. 19. It consists of the following components (ITRS, 2008; Haurylau 
et al., 2006): 
 Light sources: From the modulation perspective, light source can be either directly 

modulated or non-modulated. For the non-modulated case, the light source must be 
used with modulators that can be controlled by electrical signals. From the location 
point of view, lasers can be either off-die or on-die. Key parameters of the light sources 
are output power, efficiency, cost, thermal stability, cooling requirements and speed for 
directly modulated sources. Up to date, high speed, electrically driven, on-chip 
monolithic light sources are still far from reality. 

 Modulators: Modulators are used together with a non-modulated light source, typically 
off-die. The light provided by the laser is fed into the modulator. The main function of a 
modulator is to transducer electrical data supplied from the electrical driver into a 
modulated optical signal. The key parameters are coupling efficiency, operation 
voltage, switching time, waveguide loss, overall power, modulation depth/extinction 
ratio and area. 

 Waveguides: waveguides are the paths through which light is propagated on-chip with 
minimum losses. Key parameters of waveguides include loss per unit length, refractive 
index contrast and pitch. 

 Photo detectors: photo detectors are used to converts the incoming optical signal to 
small output current proportional to the input optical power. Key parameters of photo 
detectors are responsivity, bandwidth, switching speed and noise performance (Dagli, 
2006). The two most widely used semiconductor photo detectors are P-Insulator-N 
(PIN) photodiodes and avalanche photodiodes (APDs). 

 Transimpedance amplifiers (TIAs): TIAs acts as the electrical front-end of an optical 
receiver. It converts the small current signal generated by the photo detector to voltage 
signal. Key parameters of TIAs are the input referred noise, the overload current, the 
transimpedance gain, the bandwidth and the group delay. 

The primary challenge for optical interconnects is to develop low-cost, low-power and 
CMOS-compatible components.  
 

Optical modulator Waveguide Photo detector

Driver Amplifier

Electrical logic
cell

Electrical logic
cell

ReceiverTransmitter

Laser

 
Fig. 19. Block diagram of OI system (Haurylau et al., 2006) 
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3.2 RF/Microwave interconnects  
The basic idea of RF/microwave interconnect is to replace on-chip wires with integrated on-
chip antennas to realize communication from one part of a chip to another part via RF or 
microwaves. RF/microwave signals are transferred either through free space or guided 
mediums (Chang et al, 2001).  In the first case, it essentially takes the form of an on-chip 
LAN (local-area network), with transmitters, receivers, antennas and appropriate signal 
generation and signal detection circuitry (ITRS, 2008). The biggest challenge comes from the 
antenna design. Free space transmission and reception of RF/Microwave signals requires 
the antenna size comparable to its wavelength. Even at near 100 GHz operating frequency 
and cut-off frequency, the optimal aperture size of the antenna is of the order of one mm2, 
which is too large to be implemented on-chip. In the later case, the RF/microwave signals 
are transmitted in guided mediums, such as the microstrip transmission line (MTL) or 
coplanar waveguide (CPW). Microwave transmission in MTLs and CPWs has much lower 
attenuation as compared with traditional wires. Moreover, since the communication 
distance is relatively short (several centimetres), the conventional large �“far-field�” antenna 
can be replaced by much smaller �“near-field�” capacitive couplers (Chang et al, 2001).  
RF/Microwave interconnect technology is still in the early state of development. 
According to ITRS, there are four most critical questions must be solved (ITRS, 2008). First 
of all, in order to compare it with alternative interconnect solutions, characterization of 
the RF/Microwave interconnect system in terms of cost and performance must be 
completed. Secondly, full design rules for the electrical and electromagnetic portions of 
RF/microwave interconnect must be set up. Thirdly, the associated power and design 
complexity trade-offs must be fully understood. Last but not least, appropriate IC 
substrate and packaging materials for optimized transmission of RF and microwaves 
must be identified.  

3.3 Carbon nanotubes 
As the physical dimension of on-chip interconnects keeps on shrinking with the scaling of 
CMOS, the increased resistivity and electromigration issues of the conventional metal 
interconnects have caused serious concern. Carbon nanotubes (CNTs) have been proposed 
as a replacement for metal interconnects for their high mechanical and thermal stability, 
high thermal conductivity and large current carrying capacity (Naeemi et al, 2005; 
Raychowdhury& Roy, 2006). 
CNTs are sheets of graphite rolled into cylinders with diameter of the order of one 
nanometer. Depending on the direction in which CNTs are rolled up (chirality), they 
demonstrate either metallic or semiconducting properties (Srivastava & Banerjee, 2005).  
There are mainly two categories of CNTs, i.e., single-wall (SWCNT) or multi-wall 
(MWCNT). SWCNTs consist of only one graphene shell, while MWCNTs consist of several 
concentric graphene cylinders. MWCNTs are predominantly metallic. However, it is more 
difficult to achieve ballistic transport over long distance as compared to SWCNTs 
(Srivastava & Banerjee, 2005). Therefore, metallic SWCNTs are determined as preferred 
candidates as interconnects.  
Research has shown a promising outlook for CNTs as a possible alternative to traditional 
metal interconnects. However, there are still numerous technical challenges to be addressed 
(ITRS, 2008), such as achieving a high-density integration with CNTs, selective growth of 
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metallic SWCNTs, directional growth in CNTs, achieving low-resistance metal-CNT 
contacts, achieving defect free CNTs and back-end-of-the-line compatible CNT growth. 

4. Conclusion 
Boosted by the great demand from the wireless telecommunication market, RFICs are 
gaining more and more attention. As circuit performance is getting increasingly dependent 
on interconnects, the RFIC design faces a big challenge that is the interconnect. In this 
chapter, the physical background of on-chip interconnects and the basic ideas of model 
development have been introduced. Various existing interconnect models have been 
presented. Extractions of model parameters have been discussed. Three of the most 
promising on-chip interconnection technologies, i.e., optical interconnects, RF/microwave 
interconnects and carbon nanotubes have also been introduced. 
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1. Introduction 
System-on-a-chip (SoC) has become possible since a great number of circuit elements can be 
integrated into a single chip by the miniaturization technologies for Si CMOS. Network-on-
Chip (NoC) has been investigated actively, and it is expected to be a new approach for 
designing the communication subsystems of SoC (Lee et al., 2008). Enormous circuit blocks 
are loaded onto the NoC, and on-chip networks like local area networks (LANs) in the NoC 
communicate among these circuit blocks. Since the performance of the NoC is strongly 
affected by on-chip networks, the construction of efficient on-chip communications 
infrastructures will be increasingly significant. 
Some of the important characteristics for on-chip interconnects are bandwidth, latency, and 
power. In particular, power saving technologies are very important in realizing Green IT 
(in- formation technology). Power dissipation in on-chip networks mainly occurs at 
interconnects due to the increase of wiring resistance and capacitance. A significant issue is 
that power consumption of conventional on-chip interconnects, i.e. so-called RC lines, is 
proportional to the signal frequency; hence, it is very difficult to reduce energy dissipation 
per bit. Given the recent trend of high-speed signaling, we have to solve this problem and 
offer some good solutions. One solution is the use of copper lines and low-k dielectric, and 
these techniques have been widely applied and reduce power consumption for transmitting 
signals. However long interconnects still consume large power as in the case of RC lines. 
Another solution is the introduction of on-chip transmission line interconnects (TLIs). The 
applications of TLIs have been widely demonstrated. Modulation (Chang et al., 2003), pulsed-
current-mode (Jose et al., 2006), current-mode-logic (Ito et al., 2004, 2005; Ishii et al., 2006; Gomi 
et al., 2004), low voltage differential signaling (Ito et al., 2007) and multi-drop (Ito et al., 2008) 
techniques are proposed, and these techniques enable the improvement of bandwidth, latency 
and extensibility of on-chip networks. Figure 1 is an image of on-chip networks with TLIs. 
It is also reported that TLIs have a better power efficiency than the conventional on-chip lines 
as the line length and signal frequency increase (Ito et al., 2004; Gomi et al., 2004; Ito et al., 
2005; Ishii et al., 2006; Ito et al., 2007). Further improvement of the power efficiency at low 
frequencies is the design challenge in the case of on-chip TLIs. Since current-mode differential 
amplifiers are usually used for transmitters (Txs) and receivers (Rxs) in TLIs, Tx and Rx 
consume static power regardless ardless of the signal frequency. This means TLIs waste power 
if they are applied to paths with a low activity factor or to transmit low bit-rate signals. 
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Fig. 1. On-chip networks with transmission line interconnects (TLIs). 

Another challenge is the signal amplitude attenuation of on-chip transmission lines. Tx has 
to output large amplitude signals in order to compensate for the loss of the transmission 
lines; therefore it usually consumes more power than Rx. Thus, the improvement of Tx 
power efficiency is crucial for further power saving of on-chip TLIs, and also an important 
challenge for applying transmission line technologies to on-chip networks. 
This paper proposes an on-chip pulsed-current-mode transmission line interconnect (PTLI) 
with a stacked-switch Tx that does not consume static power and generates return-to-zero 
(RZ) codes. PTLIs using RZ signals have been proposed in an earlier report (Jose et al., 2006). 
The features of our interconnects are as follows: 
1. Our interconnect mainly consists of transistors and does not have inductors and 

capacitors that generally occupy a large area. 
2. Pulse width, which should be optimized by considering spectral efficiency and power 

consumption, is adjustable.  
Our Tx outputs pulse-shaped RZ signals and consumes power only during signal 
transitions. Tx has high output impedance in the standby states, and our Tx and Rx can be 
applied to bidirectional and multi-drop signaling; this can save the area occupied by the 
TLIs and would improve the extensibility of on-chip networks (Ito et al., 2008). 
This paper is organized as follows. The design of on-chip transmission lines is discussed in 
Section 2. The circuit details of the proposed PTLI are presented in Section 3. The point-to- 
point and multi-drop PTLIs fabricated by 90nm CMOS process and their measurement 
results are introduced in Section 4. The concluding remarks are presented in Section 5. 

2. Design of on-chip interconnects 
Generally, it is often a serious challenge to design on-chip interconnects while taking into 
account the large resistive losses involved. Since inductance effects L become significant as 
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signal frequency increases, L must be considered carefully at high frequency. Otherwise 
on-chip interconnects act as RC-dominant lines.  
Inductance effects on on-chip signaling are widely investigated. The line length  for which 
inductance effects become apparent can be calculated using the following equation (Ismail 
et al., 1998). 

 r 2 ,
2

t L
R CLC

 (1) 

where tr is the signal rise time. In the case of 10 Gb/s signaling with a rise time of 20 ps, the 
inductive behavior of the line becomes significant at line lengths of is 1mm to 14mm. 
Figure 2 shows an image of signal transmissions on an on-chip wire. Tx turns on at time 0, 
and the voltage rises at the near-end of the line. The voltage wave propagates toward Rx at 
the electromagnetic wave speed v as shown in Figure.2 (a). L and C are dominant in signal 
transmissions before the electromagnetic wave reaches the far-end of the line. At the time of 
l/v, the voltage of the line increases as capacitance of the line is charged as shown in 
Figure.2 (b). R and C are dominant in this region. Transmission line interconnects use the LC 
dominant portion for signal transmission by choosing suitable resistive loss, characteristic 
impedance and termination. Thus, the on-chip transmission line interconnects can achieve a 
lower latency than the conventional RC lines. 
The line width required for on-chip transmission lines is greater compared to that required 
for conventional RC lines. Figure 3 shows the structure of our on-chip transmission line. 
Differential and small-amplitude signaling is applied for achieving small rise-time of 
signals. A differential transmission line that consists of two signal lines and does not have 
ground lines for area saving is applied to on-chip wiring. Since transmission lines should 
have wide line width, it is preferable to use thick metal layers to implement transmission 
lines. In this work, transmission lines are built on the top layer. The line width is 6 m and 
the space between signal lines is 4.6 m. The transmission line is made of aluminum, and 
the dielectric used is silicon dioxide.  
 

 
Fig. 2. Signal transmission on an on-chip wire. 
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Fig. 3. On-chip transmission line structure. 
Characteristic impedance Z0 affects losses, crosstalk noises, area required for the 
transmission lines, and power consumption. Let us focus on the losses of transmission line. 
The attenuation constant of the transmission line can be approximated as 

 0
0

1 .
2

R GZ
Z

 (2) 

In multilevel interconnects, the resistive loss is dominant because the underlying metals 
shield the transmission lines from Si substrate and reduce dielectric loss. High Z0 helps 
reduce the losses, thereby reducing the power dissipation at the interconnects. In terms of 
energy dissipation, Z0 directly affects the power of Tx. The output signal amplitude vout of Tx 
is calculated by the formula vout = Z0i, where i is a current which flows into the transmission 
lines. i can be reduced by using high Z0 transmission lines after determining vout. Thus, high 
Z0 is acceptable if we focus only on power saving. On the other hand, low Z0 is better for 
area and crosstalk robustness. When the line width W is determined by DC resistance, Z0 
can be adjusted by varying the line space D between the signal lines shown in Figure 3. 
Lower Z0 lines have smaller D than higher Z0 lines. Coupling between the signal lines in a 
differential pair becomes strong as D reduces. Lines with smaller D have higher crosstalk 
robustness. Thus, it appears to be preferable to choose low Z0 while building transmission 
lines for multilevel interconnect. Since this work focuses on power saving, we choose a 
differential impedance of 100 . 
Figure 4 shows the frequency response of a 5-mm-long on-chip interconnect. The frequency 
response of an RC line is provided for comparison with that of the transmission line. The 
characteristics of the transmission line are obtained by measurement, while those of the RC 
line are obtained by 2D analysis of the electromagnetic field. The attenuations of the trans- 
mission line and the RC line are 2 dB and 14 dB, respectively, and the cutoff frequency of the 
transmission line is higher than that of the RC line. Thus, it is apparent that high-speed and 
small-amplitude signaling can be achieved by using on-chip transmission lines. 

3. On-chip pulsed-current mode transmission line interconnect (PTLI) 
3.1 Level diagram 
LSI (large-scale integration) designers who design on-chip transmission line interconnects 
have to take into account the characteristics of the transmission lines. Figure 5 shows a level 
diagram based on the frequency response shown in Figure 4. 
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Fig. 4. Frequency dependence of |S21|. 

 

 
Fig. 5. Voltage level diagram. 

In our design, signal amplitude attenuation had a low value of approximately 2 dB as 
shown in Figure 4. Small signal amplitude is suitable for high-speed signaling and low 
latency. However, when the signal amplitude is very small, it decays to zero due to 
attenuation. Taking into consideration the influence of noise, the amplitude of the voltage 
input to Rx is in the range of 20�–60mV. Thus, we set the Tx output voltage at 100mV and the 
gain at �–20 dB. Given the attenuation of the transmission line, Rx gain should be set 
approximately in the range of 20�–22 dB. 

3.2 The proposed PTLI 
Schematics of the proposed on-chip pulsed-current mode transmission line interconnects 
(PTLI) are shown in Figure 6(a). PTLI consists of pre buffers that generate differential 
signals, stacked-switch Txs, an on-chip differential transmission line (DTL), and an Rx. Rail-
to-rail signals are input into the PTLI, and Txs convert rail-to-rail signals into pulse-shaped 
differential RZ-signals. RZ signals propagate in the DTL at the speed of electromagnetic 
waves. Vcom stabilizes common-mode voltages of the Tx output. Rx amplifies the pulse 
signals and converts the RZ signals into NRZ (non-return-to-zero) signals. 
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Fig. 6. Schematics of the proposed PTLI. 

3.2.1 Details of Tx 
Tx consists of four CMOS switches and delay circuits, as shown in Figure 6(b). Let us first 
consider the stacked-switches. The output amplitude of Tx depends on the on-resistance of 
these CMOS switches. The on-resistance of NMOS and PMOS in the saturation region are 
described by equations (3) and (4), respectively. 

 on ,N

n ox DD in th,N

1 ,
( )

R WC V V V
L

 (3) 
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From these equations, it is seen that Ron,N(P) depends on input voltage Vin, as shown in 
Figures 7(a) and (b). This makes it difficult to convert pulse-shaped RZ signals into NRZ 
signals. Although CMOS switches increase parasitic capacitance that limits maximum 
operating frequency, these switches can stabilize on-resistance Ron,C, as shown in Figure 7(c). 
In order to achieve better signal integrity, we choose CMOS stacked-switch topologies. 
 

 
Fig. 7. On-resistances of NMOS, PMOS, and CMOS switches. 
 

 
Fig. 8. Pulse-width dependence of simulated power consumption of Tx and Rx. 

Next, let us discuss the delay circuits. Delay circuits output -lagged signals, and the delay 
time can be changed by controlling bias voltages Vcntp and Vcntn. determines the pulse 
width of signals. Pulse width, i.e. the delay time , should be set by considering a trade-off 
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between power consumption and the spectra of signals. Narrow pulse signals are preferred 
to save power consumption. However, high-frequency spectral components become 
stronger as the pulse width decreases, and the attenuation in the case of narrow pulses is 
greater than that in the case of broad pulses. Figure 8 shows the result of a simulation of 
power consumption of Tx and Rx. The proposed PTLI is designed to achieve the lowest 
power with 100-ps-pulse-width signaling. 100 ps is the minimum pulse-width of RZ signals 
at 10 Gb/s. 
The circuit operation of the proposed stacked-switch Tx is as follows. Figure 9 is used to 
explain the operation. 
1. 0  t < t1 (Figure 9(b)) 

One of the input voltages of Tx (In1) is assumed to be 1 (high level), as shown in Figure 
9(b), and Tx is in a steady state. Tr1 and Tr3 are on, while Tr2 and Tr4 are off. There are 
no current paths connecting the power supply, Tx out, and the ground. Hence, Tx does 
not consume power. Output impedance is very high, and Tx out is represented by Vcom. 

2. t1  t < t2 (Figure 9(c)) 
After In1 becomes 0 (low level), Tr2 and Tr3 are turned on and off, respectively. One of 
the outputs of the delay circuit (In2) is still 1, and the states of Tr1 and Tr4 do not 
change. Current flows into the DTL from the power supply, and Tx out becomes high. 

3. t2  t < t3 (Figure 9(d)) 
After time , In2 changes to 1. Then, Tr1 and Tr4 are turned off and on, respectively. The 
current from the power supply is blocked, and Tx out decreases to Vcom. 

4. t3  t < t4 (Figure 9(e)) 
The input In1 becomes 1, and Tr2 and Tr3 change to off and on, respectively. The states 
of Tr1 and Tr4 remain unchanged because of the delay circuit. Current flows from the 
DTL into the ground, and the voltage level of Tx out decreases. 

5. t4  t (Figure 9(b)) 
The output voltage of the delay circuit (In2) becomes 1 at t4, i.e., after of t3. The current 
to the ground is blocked after Tr4 is turned off. Then, the voltage of Tx out increases to 
Vcom, and Tx repeats above operations. 

Current does not flow from the power supply to Tx out and the ground in the steady states. 
Thus, the proposed Tx can save power during low bit-rate transmissions and signaling with 
a low activity factor. The output impedance of Tx is high in the steady states; this enables 
multi-drop and bidirectional signal transmissions without the degradation of signal 
integrity (Ito et al., 2008). 
Figure 10 shows a result of transient simulation at 10 Gb/s. Pseudo-random bit sequence 
(PRBS) of length 29 �–1 is input to Tx. Simulation results show that Tx outputs pulse-shaped 
RZ-signals as expected by theory. 

3.3 Details of Rx 
Rx consists of a differential amplifier and a Schmitt trigger circuit as shown in Figure 6(c). 
The differential amplifier amplifies the pulse-shaped RZ signals and the Schmitt trigger 
converts these RZ signals into NRZ signals. The gain of the differential amplifier is almost 
equal to the overall gain of Rx because the gain of the Schmitt trigger is almost 0 dB. 
Rx has to be suitably designed to achieve a gain of approximately 22 dB as specified in 
Section 3.1. The proposed PTLI can control the common-mode voltage Vcom (Figure 6(a)) 
from the measuring equipment, and the gain of the differential amplifier depends on Vcom to 
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a certain extent. Figure 11 shows the dependence of Rx gain on Vcom. This simulation result 
indicates that a gain of 22 dB gain can be achieved when Vcom ranges between 0.4V and 0.5V. 
Since the main purpose of designing PTLI is to realize low-power operations, Vcom is set to 
0.4V at the time of measurement. 
 

 
Fig. 9. Operation of the proposed Tx. 
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Fig. 10. Simulated output waveforms of Tx. 
 

 
Fig. 11. Simulation of the dependence of Rx gain on Vcom. 

CMOS Schmitt trigger circuits are comparator circuits that incorporate positive feedback by 
using NMOS and PMOS transistors. The hysteresis characteristics of Schmitt triggers show 
two threshold voltages V+ and V�–. When the input is higher than a certain chosen threshold 
V+, the output is 1 (high level). When the input is below V�–, the output voltage is 0 (low 
level). When the input is between V+ and V�–, the output retains its value.  
Generally, the center voltage of two threshold voltages is close to half the voltage of power 
supply. The common-mode voltage Vcom is set to 0.4V. However, we have to design a certain 
hysteresis loop whose central voltage is 0.4V. Thus, the P-Schmitt trigger circuit, which has 
only PMOS feedback system, as shown in Figure 12, is considered the best topology for this 
design. P-Schmitt trigger can achieve lower power consumption and smaller area as com- 
pared to CMOS Schmitt trigger circuits due to a reduction in the number of elements; this 
reduction is achieved because the P-Schmitt trigger does not have an NMOS feedback 
system. 
The threshold voltages V�– and V+ can be determined by choosing suitable transistor sizes. 
The low threshold voltage V�– is equal to that of inverter consisting of M1, M2, and M3 
transistors, shown in Figure 12. The high threshold voltage V+ can be calculated by using 
following equation. 

 

1
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4
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1

4

(
.

1

V V
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Here, 1 and 4 are the aspect ratios of transistors M1 and M4, and VTp is the threshold 
voltage of the PMOS transistors. Figure 13 shows the hysteresis loop of the P-Schmitt trigger 
used in the proposed PTLI. From the figure, it is seen that the central voltage of the 
hysteresis loop is nearly 0.4V. Figure 14 shows the transient simulation result. Signals input 
into �“Rx in�”, as in Figure 6 (a), are assumed to have an amplitude of 20mV and a pulse 
width of 100 ps. This result indicates that rail-to-rail NRZ signals can be achieved by using 
the proposed Rx at 10 Gb/s. 

 
Fig. 12. P-Schmitt trigger circuit. 

 
Fig. 13. Hysteresis loop. 

 
Fig. 14. Transient simulation result. 

4. Measurements and discussions 
4.1 Point-to-point and multi-drop PTLI 
Point-to-point and multi-drop PTLI are fabricated with a 90nm Si CMOS process. Figure 15 
shows chip micrographs of the test circuits. The line length is 5mm, and a buffer is used for 
measurement. Multi-drop PTLI has six I/Os. Txs and Rxs are connected every 1mm, and 
they share one differential transmission line. 
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Fig. 15. Chip micrographs of the test circuits. 

4.1.1 Point-to-point PTLI 
PRBS of length 29 �– 1 is input to Tx through an RF probe, and the output signals from the 
buffer are measured. The eye diagram and the bathtub curve at 8 Gb/s are shown in Figures 
16 and 17, respectively. The performance of point-to-point PTLI is summarized in Table 1. 
 

 
Fig. 16. Eye diagram at 8 Gb/s. 
 

 
Fig. 17. Bathtub curve at 8 Gb/s. 
 

 
Table 1. Performance summary of point-to-point PTLI. 
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The maximum bit-rate is determined by the eye width, and it is 8 Gb/s. Eye-width margin is 
assumed to be greater than 20% of the input signal period at a bit error rate (BER) of 10�–12. 
Power consumption without the output buffer is 2.5mW, and the energy per bit is 0.31 
pJ/bit. The delay time between �“In�” and �“Rx out�” shown in Figure 6(a) is 164 ps. This value 
is calculated by subtracting the simulated buffer delay from the measured delay between 
�“In�” and �“out�” shown in Figure 6(a). 

4.1.2 Multi-drop PTLI 
PRBS of length 29 �– 1 is also input into IN0, and the output signals from the buffer are mea- 
sured. Measured eye diagrams at each Rx node and a bathtub curve at OUT5 at 8 Gb/s are 
shown in Figure 18. The proposed multi-drop PTLI can achieve 8 Gb/s signaling as in the 
case of the point-to-point PTLI. Since an attenuator is inserted only when performing the 
measurements for multi-drop PTLI, the jitter characteristics of the falling edge shown in 
Figures 16 and 18(a) are different. The performance of the multi-drop PTLI is summarized in 
Table 2. Power consumption of Tx increases slightly because we readjust the bias voltages 
Vcontp and Vcontn shown in Figure 6(b) at the time of measurement. The delay time of the 
multi-drop PTLI is longer than that of the point-to-point PTLI . This is attributed to the fact 
that the Txs and Rxs connected to the transmission lines increase the effective capacitance. 
 

 
Fig. 18. Measured results at 8 Gb/s. 
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Table 2. Performance summary of multi-drop PTLI. 

The maximum bit-rates of both PTLIs are lower than those observed in the simulations 
because of deterministic jitter. The main cause of this jitter is the bandwidth of the output 
buffer; although the buffer operates up to around 10 Gb/s in measurements, excessive gain 
of the buffer cause jitter and limit the bandwidth. Buffer characteristics have a negative 
impact on the measured results, as seen above. Thus, we have to modify the buffer 
appropriately to achieve high-speed signaling and better signal integrity. 

4.2 Discussions 
First, let us compare our interconnects with the conventional on-chip transmission line inter- 
connects (TLIs). As has been discussed in Section 1, the CML (current-mode logic) or LVDS 
(low-voltage differential signaling) amplifiers shown in Figure 19 are commonly used in 
conventional TLIs as Tx or Rx. The power consumption of the conventional TLIs does not 
depend on bit-rate, while that of the proposed PTLI reduces as the bit-rate reduces. This 
enables low-power operation and improves power efficiency, especially at low frequencies, 
as shown in Figure 20. The number of signal transitions decreases as bit-rate reduces; this is 
similar to the decrease in the activity factor. Hence, it is expected that as the activity factor 
decreases, the proposed PTLI has lesser energy per bit than the conventional TLIs. The 
proposed PTLI would be useful in improving the bandwidth and power efficiency of on-
chip networks whose activity factors and bit-rates are changed frequently. 
 

 
Fig. 19. CML and LVDS amplifiers that are commonly used as Tx or Rx. 
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Fig. 20. Bit-rate dependence of power and energy per bit. 

 

 
Fig. 21. Performance comparisons. 
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Now, comparisons with other interconnects are discussed here. We compare the proposed 
PTLI with the conventional on-chip interconnects such as RC lines, optical interconnections, 
and TLIs. Comparison of the delay time and energy per bit are shown in Figure 21(a). 
Smaller delay and smaller energy per bit mean better performance. In order to compare the 
delay and power consumption of these interconnects for a uniform line length of 1 cm, we 
recalculate the values under the following conditions: 
 Repeater-less interconnects: The delay time of the interconnect is the sum of that of Tx, 

on-chip wire, and Rx. A relative permittivity r of 4 is assumed, and the delay of the 
transmission line is 6.7 ps/mm.  
Power consumption is assumed to be determined by Tx and Rx and does not depend on 
line lengths. 

 Repeater-inserted interconnects: 
Delay and power consumption are proportional to line length. 

 Delay of interconnect (Lee et al., 2004): 
Wire latency of 320 ps/5mm is reported in this paper, and delay of 640 ps is used for 
wiring portion. 

The delay time of the proposed PTLIs and the other TLIs are almost equal. This indicates 
that the delay characteristics of the proposed PTLIs are better than those of other on-chip 
interconnects. Energy per bit of our interconnects is almost the same as that reported in a 
previous study (Ito et al., 2008) and is greater than that reported in another study (Ito et al., 
2007). The operating frequency in the previous study (Ito et al., 2007) is higher than that of 
the proposed PTLI. However, the comparison of the power consumption at 8 Gb/s shows 
that the power consumption of PTLI is smaller than that in (Ito et al., 2007), as shown in 
Figure 20.  
Wiring area is one of the most significant characteristics of on-chip interconnects. Since 
transmission lines usually occupy large area, on-chip TLIs are required to achieve better 
area per bit compared to the other on-chip interconnects. Energy per bit and area per bit of 
the on-chip high-speed interconnects are shown in Figure 21(b). Small energy per bit and 
small area per bit indicate good performance. The area occupied by the differential 
transmission line is assumed to be (line width) × 2 + (space between lines) × 3 and that 
occupied by single-ended RC line is (line width)×3. On-chip interconnects using RC lines 
have better characteristics in terms of area per bit than TLIs; this is because of the fine line 
width of the RC lines. However, the maximum bit-rate of RC interconnects is lesser than 
that of TLIs. Maximum bit-rate comparable to that of TLIs can be achieved by using RC lines 
in a bundle; however, this would imply that the RC lines will occupy virtually the same area 
as the TLIs. The area per bit of the proposed point-to-point PTLI is almost equal to that of 
the other point-to-point TLIs (Gomi et al., 2004; Ito et al., 2005; Ishii et al., 2006; Ito et al., 
2007, 2008; Lee et al., 2004). The area per bit of the proposed multi-drop PTLI is the equal to 
the bidirectional and multi-drop transmission line interconnects (Ito et al., 2008). Thus, the 
proposed PTLIs are comparable to other on-chip TLIs in view of area and bit-rate. 
Finally, we shall discuss the capability of the proposed PTLI. Although the measured 
maximum bit-rate is 8 Gb/s, this limitation may be overcome by the proposed PTLI if better 
buffers are used for measurement. In order to simplify the discussion, we do not consider 
buffers in the following. 
Figure 22 shows the simulation result of the dependence of eye-width margin on signal bit-
rate at a bit error rate of 10�–12. The eye diagram is observed at �“Rx out�” in Figure 6(a). The 
pulse width of the proposed PTLI is optimized to have the minimum pulse-width for each 
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Fig. 22. Bit-rate dependences of eye-width margin. 
signal frequency by controlling the delay circuits in this simulation. The differential 
amplifiers used in CML and LVDS interconnects have same topologies, as shown in Figure 
6(c). 
The eye-width margin of the PTLI decreases sharply beyond 12 Gb/s. One possible reason is 
the parasitic capacitance of Tx. The use of CMOS stacked-switches leads to an increase in the 
parasitic capacitance, and this increases the signal rise time. Another possible reason is the 
limitation of variable pulse width regulated by the delay circuits; in fact, this may be a 
dominant factor. The delay circuits shown in Figure 6(b) consist of CMOS inverters and 
NMOS/PMOS switches. Thus, the power consumption of the delay circuits is relatively- 
small at the cost of variable pulse-width. In order to achieve signaling at speeds greater than 
15 Gb/s, the delay circuits used in the proposed PTLI may need further improvement. 

5. Conclusion 
This paper proposed highly energy-efficient on-chip PTLIs with stacked-switch Txs. The 5 
mm-long point-to-point and multi-drop PTLIs were fabricated by 90nm Si CMOS process. 
The point-to-point PTLI achieved 8 Gb/s signaling with a power consumption of 2.5mW 
and a delay of 164 ps. The multi-drop PLTI with six I/Os also achieved 8 Gb/s signaling 
with a power consumption of 9.1mW. Our interconnects had superior power efficiency 
compared to the conventional on-chip high-speed interconnects at low bit-rate signaling and 
low activity factors as well as at high bit-rate. The proposed PTLIs also had good area 
characteristics compared to the on-chip RC line interconnects. These facts indicate that our 
PTLIs enable the designing of multipoint-to-multipoint on-chip networks and would 
improve the extensibility of on-chip networks. 
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1. Introduction      
Three-dimensional (3D) system integration is one of the promising candidates for the next-
generation high-performance and low-power LSI systems. In 3D system integration, we can 
implement analog and digital circuits in LSI chips in their optimal process and they are 
stacked and connected through vertical inter-chip link. Development of wide-band and low-
power inter-chip link is the key factor to realize high-performance 3D system integration.  
One of the most attractive applications of 3D system integration is processor-memory 
interface since memory capacity and bandwidth is a bottleneck of a processor system. 
Integrating large size memory on a processor increases die size (SRAM) or process steps 
(eDRAM), either way, raising cost and leakage. It is desired in low-power consumer 
electronics that a memory chip and a processor chip are each fabricated in their optimal 
process and integrated by heterogeneous chip stacking in a package. One of the technical 
challenges is a wide bandwidth between the processor and the memory. The gap between 
computing power and communication bandwidth can be filled if chip area is used for a data 
link rather than chip periphery only. A Micro-bump and a capacitive-coupling link (Fazzi et 
al., 2008) are area interfaces, but they can be used only for two chips that are placed face-to-
face. A Through Silicon Via (TSV) (Koyanagi et al., 2009) has fewer limitations, but it 
requires additional process steps and production equipment. An inductive-coupling link 
(Miura et al., 2007) is used as a wireless TSV, but with small impact on cost. It is a circuit 
solution on a standard CMOS process, and hence is less expensive than TSV. It bears 
comparison with TSV in performance. The data rate is 11Gb/s/channel (Miura et al., 2009) 
and power efficiency is 65fJ/b (Niitsu et al., 2008). 1Tb/s aggregated bandwidth is achieved 
by arranging 1000 channels in 1mm2 in 0.18 m CMOS, and BER is lower than 10-14 (Miura et 
al., 2007). Furthermore, it provides an AC-coupled interface, and therefore a level shifter is 
not needed. Power supply voltages can be different, and they can be changed for dynamic 
voltage scaling (DVS) and power gating with little impact on interface delay. An ESD 
protection device is not needed, either. 
Figure 1 shows the concept of 3D system integration using an inductive-coupling link. 
Processor chips, memory chips and analog and RF front-end chips are implemented in each 
optimized process and stacked. In addition to data and clock, wireless inductive-coupling 
power delivery with high-frequency was demonstrated (Onizuka et al (2006)). By utilizing 
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wireless inter-chip power delivery, we can omit conventional wire-bondings for power 
supply and achieve further cost reduction. 

 
Fig. 1. 3D system integration using an inductive-coupling link.  

This chapter is organized as follows. Section 2 introduces transceiver design of an inductive-
coupling link. Section 3 reports the interference between an inductive-coupling link and 
other circuits. In Section 4, the modelling and experimental verification of tolerance to 
misalignment between stacked chips are introduced. In Section 5, application of an 
inductive-coupling link to processor-memory interface is shown. Section 6 concludes the 
chapter. 

2. Inductive-coupling inter-chip link 
Figure 2 shows the transceiver circuits for inductive-coupling inter-chip link. Bi-phase 
modulation is employed. Transmitter circuit consists of an H-bridge circuit which generates 
positive or negative pulse current, IT according to transmit data, Txdata. In every clock 
cycle, positive pulse is generated when Txdata is high, and negative pulse is generated 
when Txdata is low. In the receiver circuit, positive or negative pulse voltage, VR that 
corresponds to the polarity of IT is induced in the receiver inductor. Receiver circuit samples 
VR, and then it recovers a binary receiver data, Rxdata. Since the complementary type latch 
is used as a sense amplifier, the receiver consumes power only at clock rising edge. 
Transmitter consumes power by IT generation. Because of the weak coupling between 
transmitter inductors and receiver inductors, large pulse current IT is necessary for 
generating enough VR. Therefore, transmitter consumes higher power than receiver. 
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In our previous work (Miura et al., 2007), the transceiver consumes 3W at 1Tb/s. 80% of 
total power is consumed in transmitter. The power reduction of the transmitter is more 
critical in reducing the total power. 
As explained above, an inductive-coupling link generates magnetic flux, which causes 
interference from/to other circuits. In Section 3, the investigation of this interference will be 
provided. 
Besides, in order to achieve low-power operation, synchronous scheme is utilized in an 
inductive-coupling link. In Section 4, timing adjustment scheme is proposed and applied to 
processor-memory interface. 
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Fig. 2. Transceiver circuits of an inductive-coupling link.  

3. Interference of inductive-coupling link and other circuits 
3.1 Introduction 
In this section, interference from power/signal lines and to SRAM circuits of inductive-
coupling link is discussed. This section is organized as follows. 3.2 and 3.3 describe the 
analyses and mitigation techniques of interference from power lines and signal lines, 
respectively. 3.4 describes the analysis and mitigation technique of interference to SRAM 
circuits.  

3.2 Interference from power lines to an inductive-coupling link 
In state-of-the-art LSI chips, the occupied area of power lines is increasing. However, power 
line degrades the performance of inductive-coupling link since eddy current in power line 
reduces magnetic flux as shown in Figure 3. 

© 2009 IEEE 
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The shape of power line decides how much coupling degradation occurs. In this study, the 
dependence on the influence from the shape of power lines is compared. As the common 
power line, three types of power lines are investigated. Mesh type is employed in high-
performance LSI chips such as microprocessor. The line and space type is employed for 
mobile application. The line and space type is classified into two types, without side line 
(type I) and with side line (type II). Type I has the loop of metal wire, while type II does not. 
Figure 4 shows the simulated trans impedance (the ratio of received voltage to the transmit 
current) at 1 GHz dependence on the metal density filled by the power lines. 
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Fig. 3. Coupling degradation by eddy current in power lines.  

For this simulation, three-dimensional electromagnetic solver is employed. The thickness of 
metal layer and the gap of metal layer are set to 0.5 m. 
From simulation results in Fig. 4, it can be seen that the mesh type of power line (for high-
performance LSI) affects the performance of inductive-coupling link more significantly than 
others. The line and space (I) does not reduce the transimpedance since there is no loop of 
metal wire and hence eddy current does not flow. The line and space (II) affects the 
inductive-coupling link more seriously than line and space(I). The influence by Line and 
space (II) does not change between 20% and 50%. The reason is that long side of metal wire 
is dominant when power line diminishes magnetic flux. 
In order to measure the interference from power lines, test chips were designed and 
fabricated in 65nm CMOS. Figure 5 depicts microphotograph of stacked chips fabricated in 
this research.  The area of this test chip is 3.5 mm * 2.5 mm and 2.5 mm * 1.9 mm. It consists 
of 20 types of transceivers with different configurations. The transmitters have an on-chip 
metal inductor whose outer diameter is 160 m and 80 m. As shown in Fig. 5, test chips are 
stacked face to back (both face-up) and communication distance is 70 m. The upper chip 
was polished and its thickness is 50 m. The thickness of adhesive layer is 20 m. Probe card 
was utilized for this measurement. 

© 2007 IEEE 
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Fig. 4.  Simulated transimpedance dependence on type of power line.  
 

D=160 m(10 ch) 

D=80 m(10 ch) 

3.2mm 

2.5mm 

2.5mm 

1.9mm D=160 m(10 ch) 

D=80 m(10 ch) 

3.2mm 

2.5mm 

2.5mm 

1.9mm 

 
Fig. 5. Stacked chip microphotograph.  

Figure 6 shows measured transmit power dependence on metal density. Transmit power is 
measured when achieved bit error rate (BER) is same. In Fig.  6, vertical axis is normalized 
by transmit power when there are not power lines but dummy metals above the inductors. 
Measured result matches well with simulation result in the case of line and space (I) and (II). 

© 2007 IEEE 

© 2007 IEEE 
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However, measured result of mesh type of power line is less than simulation result. The 
accuracy may improve by taking eddy current in substrate into consideration. 
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Fig. 6. Measured transmit power dependence on types of power line.  

3.2 Interference from signal lines to an inductive-coupling link 
Immunity to interference from high-speed signal lines is a very important issue in the 
implementation of the inductive-coupling link with recent LSI chips. Especially, receiver 
circuits may not have high immunity to interference from high-speed signal line since 
receiver circuits sample very small signal. In this work, we implemented high-speed signal 
lines near transceiver inductors of the inductive-coupling link. With this implemented 
module, influence to the operation of inductive-coupling link when high-speed signal lines 
drive large capacitance is measured. 
For the purpose of measuring the influence from signal lines, we implemented signal line 
under the inductive-coupling link. In previous work, mutual inductance between signal line 
and inductor dependence on the position is simulated. From simulation result, mutual 
inductance is maximized when the signal line is allocated under the center between the lines 
of inductor. In this study, 3 mm length signal line is implemented under the transceiver 
inductors.  Near the inductors, buffer is implemented to drive signal line with 3 mA peak-
to-peak. 
Fig. 7 depicts measured BER dependence on the timing between driving signal line and 
sensing transmit current in the inductive-coupling link. Influence on the transmitter 
inductor is smaller compared with that on the receiver inductor. The disadvantage of 
placing high-speed signal line near the inductive-coupling link is as small as 9% additional 
transmitter power consumption.  
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Fig. 7. Measured required transmit power to achieve communication performance 
dependence on the timing of data signal.  

Since power of an inductive-coupling link has become lower than other interfaces by 
developing low-power techniques such as in the previous work (Niitsu et al., 2008), 9% 
additional transmitter power can be neglected. In implementing inductive-coupling link 
near the logic circuits, precise care for timing between them is not necessary. 

3.2 Interference from an inductive-coupling link to SRAM array operation 
In order to develop high-performance LSI system, large-size of SRAM is necessary. 
Recently, the proportion of SRAM area to whole chip size is increasing rapidly (Hattori et 
al., 2006 & Ito et al., 2007). However, large on-chip SRAM causes yield degradation and 
increase of leakage power. As a solution of this problem, SRAM will be implemented in 
another chip, and three-dimensionally stacked. Inductive-coupling link will be utilized as an 
interface between SRAM and processor core. In this situation, magnetic flux from inductive-
coupling link will be very important issue from the view point of reliable SRAM operation. 
In this study, electromagnetic interference on SRAM was measured and investigated. 
At first, we estimated interference to SRAM circuits from inductive-coupling link in the case 
of 32 Kbit modules. Figure 8 illustrates the simple model of the inductive-coupling link and 
SRAM module.  
The scattering parameter between transmitter inductor and bit line is extracted with three-
dimensional electromagnetic solver. Figure 9 shows the bit-line noise induced by transmitter 
of inductive-coupling link. As shown in this waveform, the voltage of bit-line noise from 
inductive-coupling link is less than 1mV. In SRAM circuits such as (Yamaoka et al., 2005), 
even small voltage affects the performance such as operation speed and power dissipation. 
However, the sensing voltage is almost 50 mV, and the bit-line noise from inductive-
coupling link is less than 1 mV. The bit-line noise from inductive-coupling link is very small 
compared with sensing voltage. 
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Fig. 9. Simulated waveform of transmit current and voltage induced in SRAM bit line.  

For the measurement to investigate influence to SRAM, another test chip was fabricated. 
This test chip was also fabricated in 65 nm CMOS. In this test chip, inductor with transmitter 
circuit was implemented above the SRAM arrays. SRAM circuits were allocated as Fig. 10 
for influence on the bit line to be maximized. 
Figure 11 depicts the measured waveform of output voltage. In this measurement, SRAM 
module repeated read and write toggle data pattern. As shown in Fig. 11, error occurs only 
when the inductive-coupling link generates transmit pulse current. 
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Figure 12 shows measured error rate in read operation of SRAM dependence on supply 
voltage. The difference of minimum supply voltage to maintain operational performance is 
only 10 mV when supply voltage is much lower than typical range. In typical region of 
SRAM operation, there is no difference between with the inductive-coupling link and 
without it. It is clear that influence on SRAM from inductive-coupling link is negligible. 
Influence from the inductive-coupling link is less serious than that from soft errors. That is 
why the inductive-coupling link does not affect SRAM operation in typical region of supply 
voltage while soft errors may affect. Compared with influence from device variations, it is 
much smaller since the difference in supply voltage of 10 mV corresponds to the difference 
in threshold voltage variation of 1 mV (Yamaoka et al., 2004), which is much smaller than 
process variation. From this measurement result, we have reached to a conclusion that 
inductive-coupling link can be placed near the SRAM circuits. 
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Fig. 10. Test element group to measure the influence to SRAM circuits.  
 

w/o Inductive-
Coupling Link

w/ Inductive-
Coupling Link

Error

Supply Voltage of SRAM : 0.65 V
Operational Frequency : 10MHz

w/o Inductive-
Coupling Link

w/ Inductive-
Coupling Link

Error

w/o Inductive-
Coupling Link

w/ Inductive-
Coupling Link

Error

Supply Voltage of SRAM : 0.65 V
Operational Frequency : 10MHz  

Fig. 11. Measured waveform.  
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Fig. 12. Error rate in read operation dependence on supply voltage of SRAM circuits.  

4. Misalignment tolerance of inductive-coupling link 
4.1 Introduction 
This section introduces modelling and investigation of misalignment tolerance of an inductive-
coupling link. Figure 13 shows the conceptual image of increase in transmitter power due to 
misalignment between stacked chips. Because of misalignment, magnetic flux generated by 
the transmitter inductor can not be transferred to the receiver inductor. As a result, received 
voltage is attenuated. To keep received voltage constant under the misalignment, 
transmitter current must be increased and it causes increase in transmitter power. We 
proposed a model for estimating increased transmitter power due to misalignment.   

4.2 Modeling of attenuation of received voltage 
For the purpose of simplifying the analysis, self inductances of transmitter and receiver 
inductors are kept constant, same as that in magnetic field scaling (Mizoguchi et al., 2007?). 
This is achieved by adjusting the number of turns depending on the inductor�’s diameter. 
Pulse width is also kept constant for the timing margin to be constant. Under those 
conditions, received voltage is proportional to the coupling coefficient only (Finkenzeller, 
2003). 
Coupling coefficient, which is determined by communication distance and diameter of 
transceiver inductors, is reduced by misalignment since it increases communication distance 
equivalently as shown in Fig. 14. In order to compensate this reduction, transmitter power 
(here after, energy, which is normalized by data rate, for example, 1mW/1Gbps=1pJ/b) 
should be increased. Normalized required transmitter energy (E�’/E) can be approximated as 
below. 
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Fig. 13. Concept of increase of transmitter power due to chip-to-chip misalignment.  
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Fig. 14. Increase of communication distance due to misalignment.  
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Where, E�’ and E are the transmitter energies in case of with and without misalignment, 
respectively. Z�’ and Z are the equivalent communication distances with and without 
misalignment, respectively. D is the average between outer and inner diameter of inductors. 

X and Y are the values of misalignment in X-axis and Y-axis, respectively.  
Figure 15 shows the total transmitter energy dependence on the angle of the inductor where 
the misalignment value, R is constant. The diameter and communication distance are 80 m 
and 70 m. respectively. As shown in this figure, the difference of transmitter energy for all 
angles is less than 5%. This result shows that proposed modeling can be applied to not only 
1D analysis but also 2D analysis. 
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Fig. 15. Normalized total transmitter energy dependence the position of the inductor.  

4.2 Estimation of transmitter energy under misalignment 
From the above theoretical analysis, we can calculate the relationship between design 
parameters and misalignment, which is shown in Fig. 16. By referring to this figure, 
parameter design with taking misalignment into consideration becomes possible. In order to 
determine the specific value of transmitter energy, we targeted the BER and timing margin. 
However, the proposed model can be applied to any BER and timing margin by scaling the 
transmitter energy calculated by (1). The reason is that misalignment affects only coupling 
coefficiency and the relationship between BER, timing margin, transmitter energy and 
coupling coefficient is introduced in (Miura et al., 2007). In Fig. 16, the region where (1) is 
valid will be explained in the following discussion. As shown in Fig. 16, there are points 
where magnetic filed lines change the vertical direction. If the directions of all magnetic field 
lines in the receiver inductor are same, (1) is valid. Such points were calculated from the 
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simulation by 3D electro-magnetic (EM) solver and plotted in Fig. 16. When Z/ X is more 
than approximately 0.8, (1) gives accurate value and its accuracy is confirmed by comparing 
with simulation results by EM solver and measurement results in the following sections. 
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Fig. 16. Relationship among energy dissipation, normalized misalignment and 
communication distance.  

4.3 Estimation of transmitter energy with consideration of crosstalk 
Misalignment also affects the performance in array operation. In arrayed inductive-coupling 
link, bit error rate is given by the following equation (Miura et al., 2007). 

 
N

NCerfcBER S

rmsj
ln

242
1

,
      (2) 

Note that erfc() is the error faction complement,  is the pulse width of transmitter current, 
j,rms is rms jitter of sampling clock in receiver, S is signal, N is ambient noise and C is 

crosstalk.  
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   As in (2), in order to keep the same BER, the difference of signal(S) and crosstalk(C), has to 
be maintained. The value of ambient noise, N, is constant in both cases with and without 
misalignment. Since signal is attenuated and crosstalk is increased due to misalignment (Fig. 
17), transmitter energy needs to be increased to maintain that difference.  
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Fig. 17. Increase of crosstalk due to misalignment.  

In order to estimate the transmitter energy with consideration of misalignment in array 
operation, we propose the simplified model. At first, crosstalk is assumed to be proportional 
to 1/R3 as reported in (Miura et al., 2004), where R is horizontal distance from the channel 
which causes crosstalk. The values of crosstalk from Tx1 and Tx2 have already been known 
to be C1 and C2 since they are essential for estimating transmitter energy even without 
consideration of misalignment (Fig. 18). With these values, we can get the relationship 
between crosstalk, C and horizontal distance, R, and then, between required transmitter 
energy and misalignment as in the following equations. 
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Where, C�’i and Ci are crosstalk from i-th transmitter channel with and without 
misalignment, respectively. R�’i and Ri are horizontal distances from i-th transmitter channel 
with and without misalignment, respectively. A, B is the constant. 
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Signal attenuation due to misalignment is modeled by (1) as explained previously. With the 
above conditions, required transmitter energy can be approximated as bellow. 
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Where, E�’ and E are required transmitter energy with and without misalignment, 
respectively.  is the ratio of signal in the misaligned case to the signal in case with no 
misalignment, and  is the ratio of total crosstalk in 3×3 array between with and without 
misalignment as shown in Fig. 17.  
Figures 18, 19 and 20 show the simulation condition, the absolute and normalized 
transmitter energy dependence on misalignment. The dependency on the angle is negligibly 
small and we investigated required transmitter energy with 1-D misalignment (X-Axis). Due 
to the increase in crosstalk, required transmitter energy for the same BER is increased. The 
gap between simulation results and calculation results by (5) is also increased. 
In array operation, misalignment has to be taken into account more carefully especially 
when the channel pitch, P is small. Nevertheless, in usual conditions (D=80 m, Z=70 m, 

X=16 m, P=160 m), increase in crosstalk due to misalignment is small enough to be 
ignored. A misalignment of 16 m is found in commercial mass production.  
From the above theoretical analysis, we can calculate the relationship between design 
parameters and misalignment, which is shown in Fig. 6. 
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Fig. 18. Simulation condition.  
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Fig. 19. Required total transmitter energy dependence on misalignment in array operation.  
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Fig. 20. Normalized required total transmitter energy dependence on misalignment in array 
operation.  

4.3 Experimental verification 
Test chips shown in Fig. 5 were utilized for measurement. Figure 21 illustrates the test chip 
configuration. The transmitter and receiver chips have twelve channels. Transmitter 
inductors and receiver inductors are arranged with different pitches to make a 
misalignment. The difference of pitches in larger inductors (D=160 m) and smaller 
inductors (D=80 m) are 16 m and 8 m, respectively. With this configuration, 
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misalignments corresponding to 10%, 20%, 30%, 40%, 50% of the outer diameters of 
inductors are made. 
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Fig. 21. Test chip configuration.  

Figures 22 and 23 show the absolute and normalized measured and simulated transmitter 
power dependence on the misalignment. In simulation, 3D electro-magnetic solver was 
used. The power dissipation in this figure is normalized by that without misalignment. 
In usual condition (D=80 m, Z=70 m), 16 m of misalignment, while ±10 m is available 
in commercial mass production, can be compensated with increasing transmitter power by 
only 6%. It means that misalignment tolerance of inductive-coupling inter-chip link is high 
enough. Besides, influence of misalignment is less serious than that of process variations. On 
the other hand, through-Si via (TSV) technology requires alignment accuracy of ±1 m 
(Matsumoto et al., 1998). 
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Fig. 22. Measured, simulated and calculated total transmitter energy dependence on the 
value of misalignment.  
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Measured results match well with both simulation results from electro-magnetic solver and 
calculated results from (1). As mentioned in Sect. II, (1) does not cover all of region and has 
an invalid region. The gap between measured and calculated results becomes larger as the 
result curves approach the invalid region. 
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dependence on the value of misalignment.  
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Fig. 24. Chip microphotograph and overhead view of stacked chips.  
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5. Inductive-coupling link for processor-memory interface 
5.1 Introduction 
This section presents a three-dimensional (3D) system integration of a commercial processor 
and a memory by using inductive coupling. A 90nm CMOS 8-core processor, back-grinded 
to a thickness of 50 m, is mounted face down on a package by C4 bump. A 65nm CMOS 
1MB SRAM of the same thickness is glued on it face up, and the power is provided by 
conventional wire-bonding. The two chips under different supply voltages are AC-coupled 
by inductive coupling that provides a 19.2Gb/s data link. Measured power and area 
efficiency of the link is 1pJ/b and 0.15mm2/Gbps, which is 1/30 and 1/3 in comparison 
with the conventional DDR2 interface respectively (Ito et al., 2008). The power efficiency is 
improved by narrowing a transmission data pulse to 180ps. Reduced timing margin for 
sampling the narrow pulse, on the other hand, is compensated against timing skews due to 
layout and PVT variation by a proposed 2-step timing adjustment using an SRAM through 
mode. All the bits of the SRAM is successfully accessed with no bit error under changes of 
supply voltages (±5%) and temperature (25°C, 55°C). 

5.2 Performance summary of developed 3D LSI system 
Micrographs of the chips and their stacking are presented in Fig. 24. A 90nm CMOS 
processor is mounted face down on a package by C4 bump. A 65nm CMOS SRAM is glued 
on it face up, and the power is provided by conventional wire-bonding. 
Figure 25 summarizes performance. The two chips are each fabricated in their optimal 
process and supplied with optimal voltages. Thickness of the chips is both 50 m. The radius 
of the inductors is the same as the communication distance, 120 m. There are 18 data 
channels for uplink and downlink each. In total 36 inductors are arranged in a 243 m by 
320 m pitch. Both the rising and falling edges of a clock are used for 2 phase interleaving to 
reduce crosstalk between the adjacent channels (Miura et al., 2007). There are clock channels 
for source synchronous transmission (Miura et al., 2009). One size larger inductors are 
employed to strengthen the coupling coefficient for asynchronous channel. Total layout area 
for the inductive coupling link is 2.82mm2. Aggregated bandwidth is 19.2Gb/s. Area 
normalized by bandwidth is 0.15mm2/Gbps, which is 1/3 of a conventional DDR2 interface 
in the same technology (Ito et al., 2008). Since the previous designs of the processor and the 
memory were reused in large part, the inductive coupling channels are placed in the 
peripheral region. They can be distributed to each core if a chip layout is carried out from 
scratch. The circuitry alone occupies an area of 0.072mm2, which is only 2.6% of the total 
area for the inductive coupling link. The area efficiency of circuit alone is therefore 
0.0038mm2/Gbps, which is 1/120 of the conventional DDR2 interface. Even if the inductor is 
placed above a bit line of an SRAM and transmits data, no interference is observed (Niitsu et 
al., 2007). The inductive coupling can be applied to DRAM as well. The inductor can be 
constructed using 2 metal layers. 

5.2 System architecture design with adaptive timing adjustment 
Figure 26 depicts a block diagram of the developed 3D LSI system. An inductive-coupling 
bus state controller (IBSC) supports packet-based communications by adding two signals 
(vld and eop). A control register in IBSC is used for timing adjustment. The timing  
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Fig. 25. Performance Summary.  
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adjustment is essential for a practical application. There is a trade off between power 
dissipation and timing margin. Since power dissipation in a transmitter is in proportion to 
the square of the pulse width (Miura et al., 2008), the narrower the pulse, the smaller the 
power dissipation. The timing margin for sampling the narrow pulse, however, will be 
reduced. Low-power design requires accurate timing control. 
Adaptive circuits and systems are required to adjust the timing for the following reasons: 1) 
timing jitter caused by PVT variations, especially in a clock path with long latency through 
another chip, 2) VDD changes by DVS, and 3) inter-channel skews, especially when the 
channels are distributed in a wide area. The timing jitter under PVT variations can be 
monitored and calibrated by a coarse timing control unit with the control register in IBSC 
(Fig. 27). Once the calibration result under each condition of DVS is stored in the control 
register, the timing control unit can adjust the timing for DVS instantly by digital control.  
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Fig. 27. Adaptive timing adjustment.  

The inter-channel de-skew can be performed by a fine timing control unit that is 
implemented in each channel. Figure 28 shows the timing adjustment flow that is controlled 
by the processor. First, the control register sets a loopback path in the SRAM for a test mode 
(an SRAM through mode). Secondly, pass/fail information, much like a shmoo plot, is 
stored in a register for both the uplink and downlink by changing the coarse timing. 
Thirdly, the coarse timing is set such that the timing margin becomes the largest when all 
the channels pass. For each channel, fine timing is tuned next such that the timing margin 
becomes the largest. 
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Fig. 28. Fine and coarse (2-step) timing adjustment.  

5.4 Measurement results and discussions 
The SRAM was accessed (read and write) from the processor and BER was measured by 
changing the control register. A timing shmoo plot is depicted in Fig. 29, a bathtub curve 
marked by a broken line is also depicted. A BER of lower than 10-14 is achieved with a 231-1 
PRBS. After optimizing the timing by setting the control register at the center of the shmoo 
plot, tolerance against VDD and temperature changes was measured. The measured result is 
presented in Fig. 30. No single bit failed under ±5% VDD variations and temperature 
ranges from 25°C to 55°C. The VDD tolerance can be improved from ±5% to ±10% 
by widening the pulse width from 180ps to 320ps at a cost of an increase in power efficiency 
from 1pJ/b to 2.5pJ/b (still 1/12 of DDR2). 

6. Conclusion 
This chapter presents the fundamental investigation and application of an inductive-
coupling link.  
First, the interference from power/signal lines and to SRAM of an inductive-coupling link 
was investigated. Measurement result shows that influence from line and space (I) is none 
and required normalized transmit power is 1.10 (line and space, type II) and 1.27 (mesh 
type) when metal density is 16%. The line and space type of power line is better for the 
 

© 2009 IEEE 



An Inductive-Coupling Inter-Chip Link for High-Performance and Low-Power 3D System Integration  

 

303 

 

180ps
10-12

10-14

10-8

10-10

10-4

10-6

100

10-2

Timing in Uplink, TU (36ps/step)
B

it 
Er

ro
r R

at
e

Timing in Uplink, TU

Ti
m

in
g 

in
 D

ow
nl

in
k,

 T
D

16ch. Test
Test Pattern : PRBS 231-1
After Fine Timing Adjustment

180ps

36ps/step

Optim. Timing 

180ps
10-12

10-14

10-8

10-10

10-4

10-6

100

10-2

Timing in Uplink, TU (36ps/step)
B

it 
Er

ro
r R

at
e

Timing in Uplink, TU

Ti
m

in
g 

in
 D

ow
nl

in
k,

 T
D

16ch. Test
Test Pattern : PRBS 231-1
After Fine Timing Adjustment

180ps

36ps/step

Optim. Timing 

16ch. Test
Test Pattern : PRBS 231-1
After Fine Timing Adjustment

180ps

36ps/step

Optim. Timing 

 
 

Fig. 29. Measured bit error rate.  

 

Variation in Supply Voltage of Processor Chip
0%+0%++ +2.5% +5%2.5%2.5%5%5%

0%+0%+

2.5%

5%

+2.5%

+5%

1.2V

1.05V

T=25
T=55

Achieved BER =10-12

Test Pattern : PRBS 231-1

5%+ Variation in Supply Voltage5%+5%++ Variation in Supply Voltage

PASS

Va
ria

tio
n 

in
 S

up
pl

y 
Vo

lta
ge

 o
f S

R
A

M
 C

hi
p

FAIL

 
 
Fig. 30. Measured tolerance (BER<10-12) to variations in supply voltages and temperature.  
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inductive-coupling link than mesh type. Additional power dissipation to achieve BER of 10-8 
is only 9% when signal line drives interconnect of 3mm length. In typical ranges, SRAM 
array operation does not depend on existence of the inductive-coupling link.  
Second, modeling of misalignment tolerance in inductive-coupling inter-chip link is 
introduced. By comparing the calculated result based on the proposed modeling with the 
measured result, the modeling was found to be accurate in common cases. The estimated 
and measured results show that misalignment tolerance of inductive-coupling inter-chip 
link is high enough to keep the performance under the existence of misalignment in usual 
condition. 
Third, application of an inductive-coupling link to interconnection of commercial MPU and 
SRAM was performed. By exploiting proposed 2-step adaptive timing adjustment, reliable 
operation under PVT variation has become possible. Achieved performances are power 
efficiency of 1pJ/bit and area efficiency of 0.15mm2/Gbps, which are 1/30 and 1/3 of 
conventional DDR2 interface, respectively. 
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1. Introduction     
The piezoresistive effect of semiconductor materials was discovered firstly in silicon and 
germanium (Smith, 1954). Dissimilar to the piezoresistive effect of metal materials induced 
from the change in geometric dimension, the piezoresistive phenomenon in silicon is due to 
that mechanical stress influences the energy band structure, thereby varying the carrier 
effective mass, the mobility and the conductivity (Herring, 1955). The gauge factor (GF) is 
used to characterize the piezoresistive sensitivity and defined as the ratio of the relative 
resistance change and the generated strain (nondimensional factor). Usually, the GF in 
silicon is around 100 and changes with stress direction, crystal orientation, doping 
concentration, etc. Recently, the giant piezoresistances were observed in silicon nanowires 
(He & Yang, 2006; Rowe, 2008) and metal-silicon hybrid structures (Rowe, et al., 2008), 
respectively. Although these homogeneous silicon based materials or structures possess 
high piezoresistive sensitivity, there are still several issues influencing their sensor 
applications, such as, p-n junction isolation, high temperature instability, high production 
cost and complex fabrication technologies.  
As another monatomic silicon material with unique microstructure, polycrystalline silicon 
has been investigated since the 1960s. The discovery of its piezoresistive effect (Onuma & 
Sekiya, 1974) built up a milestone that this material could be applied widely in field of 
sensors and MEMS devices. Moreover, polycrystalline silicon could be grown on various 
substrate materials by physical or chemical methods, which avoids p-n junction isolation 
and promotes further its applications for piezoresistive devices (Jaffe, 1983; Luder, 1986; 
Malhaire & Barbier, 2003). Among numerous preparation methods, the most popular 
technology is chemical vapour deposition (CVD), which includes APCVD, LPCVD, PECVD, 
etc. The PECVD method can deposit films on substrates at lower temperatures, but the 
stability and uniformity of as-deposited films are not good, and the samples could contain a 
large number of amorphous contents. Subsequently, the metal-induced lateral 
crystallization (MILC) technique was presented (Wang, et al., 2001). By enlarging grain size 
and improving crystallinity, the gauge factor of MILC polycrystalline silicon was increased 
to be about 60. But the MILC polycrystalline silicon-based devices could suffer the 
contamination from the metal catalyst layer (e.g. Ni, Al, etc.). Compared with the 
aforementioned technologies, the LPCVD process is a mature and stable CVD method with 



 Solid State Circuits Technologies 

 

308 

advantages of good product uniformity, low cost, IC process compatibility, etc. Therefore, 
the preparation method in this work is mainly based on LPCVD, while the magnetron 
sputtering technology will be utilized as a reference result.  
The experimental results reported by other researchers indicate that the gauge factor of 
polycrystalline silicon thicker films (around 400nm in thickness generally) has a maximum 
as the doping concentration is at the level of 1019 cm-3 and then degrades rapidly with the 
further increase of doping concentration (Schubert, et al., 1987; French & Evens, 1989; 
Gridchin, et al., 1995; Le Berre, et al., 1996). Moreover, the gauge factor of highly doped 
polycrystalline silicon thicker films is only 20-25. It results in that the research works were 
emphasized on the medium doped polycrystalline silicon thicker films. However, the lower 
doping concentration brings the higher temperature coefficients of resistance and gauge 
factor. This limits the working temperature range of polycrystalline silicon thicker film-
based sensors.  
In our research work, when the film thickness is reduced to nanoscale and the doping 
concentration is elevated to the level of 1020 cm-3, the enhanced piezoresistance effect is 
observed, and the temperature coefficients of resistance and gauge factor are reduced 
further. These phenomena are different from the polycrystalline silicon thicker films and can 
not be explained reasonably based on the existing piezoresistive theory. The unique 
properties of polycrystalline silicon nano thin films (PSNFs) could be useful for the design 
and fabrication of piezoresistive sensors with miniature volume, high sensitivity, good 
temperature stability and low cost. In the following sections, the details of sample 
fabrication, microstructure characterization, experimental method and measurement results 
will be provided. In order to analyze the experimental results, the tunnelling piezoresistive 
theory is established and predicts the experimental results with a good agreement.  

2. Film preparation technologies 
2.1 Low pressure chemical vapor deposition 
Due to the aforementioned advantages, the low pressure chemical vapour deposition 
(LPCVD) technology is utilized to prepare the polycrystalline silicon films. According to the 
difference of technological parameters, three groups of film samples were prepared (Group 
A �— different thicknesses; Group B �— different doping concentrations; Group C �— different 
deposition temperatures).  
a. Group A �— Firstly, by controlling deposition time, the polycrystalline silicon thin films 

with different thicknesses were deposited on 500 m-thick (100) and (111) silicon 
substrates (4 inch diameter) coated with 1 m-thick thermally grown SiO2 layers by 
LPCVD at 620 °C at 45~55 Pa, respectively. For the (100) substrates, the thicknesses of 
as-deposited films are in the range of 30~90 nm; for the (111) substrates, the film 
thicknesses are ranged from 123 nm to 251 nm. Then, the solid-state boron diffusion 
was performed at 1080 °C in N2 atmosphere with a flow rate of 2L/min to obtain the 
doping concentration of 2.3×1020 cm-3. 

b. Group B �— Subsequently, according to the piezoresistive sensitivities of polysilicon thin 
films with different thicknesses, the optimal film thickness was extracted. The 
experimental results show that the ~80 nm-thick films possess the highest gauge factor 
(discussed later). Therefore, the thickness of polysilicon thin films with different doping 
concentrations was selected to be 80 nm. After the same LPCVD process, the obtained 
polysilicon thin films were ion-implanted by boron dopants with doses of 
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9.4×1013~8.2×1015 cm-2. Then, the post-implantation annealings were carried out in N2 at 
1080 °C for 30 min to activate dopants and eliminate ion-implantation damages. Finally, 
the doping concentrations were in the range of 8.1×1018 ~ 7.1×1020 cm-3.  

c. Group C �— Before preparing films, a 1 m-thick SiO2 layer was grown on the 500 m-
thick (111) Si wafers (4 inch diameter) by thermal oxidization at 1100 °C. Then, the 80 
nm-thick PSNFs were deposited on the thermally oxidized Si substrates by LPCVD at a 
pressure of 45~55 Pa over a temperature range of 560~670 °C. The reactant gas was SiH4 
and the flow rate was 50 mL/min. Since the films deposited at 560~600 °C exhibited 
amorphous appearance mixed with polycrystals, the pre-annealing was performed on 
them in dry N2 at 950° C for 30 min to induce the recrystallization of amorphous 
regions. For the dopant implantation, boron ions were implanted into the samples at a 
dose of 2×1015 cm-2 at 20 keV. For the sake of dopant activation and ion implantation 
damage elimination, the post-implantation annealing was carried out in N2 atmosphere 
at 1080 °C for 30 min. Then, the doping concentration was estimated to be 2×1020 cm-3.  

2.2 Magnetron sputtering 
As a reference, a group of samples were prepared by magnetron sputtering. Before 
preparing films, a 1 m-thick SiO2 layer was grown on the 500 m-thick (100) Si wafers (4 
inch diameter) by thermal oxidization at 1100 °C. Then, the polycrystalline silicon films were 
prepared by magnetron sputtering system from an undoped silicon target and the substrate 
temperature was 300 °C. The base pressure of system was maintained at 0.12 Pa. The 
discharge current on the magnetron was held constant at 0.3 A, while the substrate bias 
voltage was 500 V. The sputtering time was 10 min, and the thickness of films was 200 nm. 
Through the SEM observation, it can be seen that the obtained films are amorphous. Thus, 
the annealing of 1080 °C was carried out in N2 atmosphere for 60 min to obtain the lowest 
film resistivity. After annealing, the solid-state boron diffusion was performed at 1080 °C in 
N2 with a flow rate of 2 L/min to obtain the doping concentration of 2.3×1020 cm-3. 

3. Microstructure characterization 
3.1 Samples with different thicknesses 
In order to analyze the surface morphology, the film samples with different thicknesses 
were characterized by SEM. The SEM images of samples with different thicknesses are given 
in Fig. 1. For the characterization of grain orientation, the XRD experiment was performed. 
The XRD patterns of samples with different thicknesses are shown in Fig. 2. From the SEM 
images in Fig. 1, it can be seen that the grain size of the samples increases with increasing 
film thickness. For 30, 40, 60, 90, 123, 150, 198, 251 nm-thick samples, their grain sizes are 11, 
30, 37, 48, 48, 58, 69, 80 nm, respectively. By XRD analysis, the (111) peaks of the films 
thicker than 120 nm and the (400) peaks of the films thinner than 100 nm are attributed to 
the crystal orientation of substrates. It can be also observed that the (220), (400) and (331) 
peaks appear as the films are thicker than 120 nm and the intensities of these diffract peaks 
increase with the increase of film thickness. Moreover, the (311) peak is observed in 251 nm-
thick films. It indicates that the increase in film thickness improves the crystallinity and 
enhances the preferred growth. However, no obvious diffract peaks are observed in 60 and 
90 nm-thick films, so they could be considered to be randomly oriented. Noticeably, the 
(201) peaks appear in 30 and 40 nm-thick samples. According to the report (Zhao et al., 
2004), this preferred orientation occurs in nanocrystalline silicon and corresponds to 
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tetragon microstructure. It indicates that these two samples exhibit the structural 
characteristic of nanocrystalline silicon. For the sake of brevity, the 60-100 nm-thick films are 
called polysilicon nano thin films (PSNFs), while the films thicker than 120 nm are called 
polysilicon common films (PSCFs). The films thinner than 50 nm are called nanocrystalline-
like polysilicon thin films (NL-PSTFs). 
 

 
Fig. 1. SEM images of polycrystalline silicon thin film samples with different thicknesses 
 

 
Fig. 2. XRD patterns of polycrystalline silicon thin films with different thicknesses 

3.2 Samples with different doping concentrations 
Fig. 3 provides the SEM and TEM images of the 80 nm-thick PSNFs with doping 
concentrations of 2×1019 cm-3, 4.1×1019 cm-3 and 4.1×1020 cm-3. It can be observed that the 
variation of doping concentration does not influence the grain size obviously. Thus, the 
grain size of the samples with different doping concentrations is considered to be constant. 
In the XRD pattern of Fig. 4, only the weak (220) peak is observed and the strong (111) peak 
is attributed to the crystal orientation of substrates. It indicates that these samples are 
randomly oriented.  
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Fig. 3. TEM and SEM images of 80 nm-thick PSNF samples with different doping 
concentrations. (a) 2×1019 cm-3 TEM; (b) 4.1×1019 cm-3 SEM; (c) 4.1×1020 cm-3 SEM 
 

 
Fig. 4. XRD spectrum of 80 nm-thick polycrystalline silicon nano thin films 

3.3 Samples with different deposition temperatures 
The surface morphology of PSNFs was characterized by SEM, as shown in Figs. 5(a)-(e). It 
can be seen that the grain size increases with elevating deposition temperature. This 
indicates that the crystallinity of PSNFs can be improved by raising deposition temperature. 
The grain size can be determined by TEM, as shown in Fig. 5(f). The mean grain size of  
620 °C samples is estimated to be 40 nm approximately. With the deposition temperature 
varying from 560 °C to 670 °C, the mean grain size increases from 30 nm to 70 nm. For the 
sake of clarity, the 560~600 °C films undergoing the preannealing of 950 °C are called 
 

 
Fig. 5. SEM and TEM images of PSNFs deposited at different temperatures 
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recrystallized (RC) PSNFs, while the 620~670 °C films are called directly crystallized (DC) 
PSNFs. From Fig. 5, it can be seen that the borders between grain boundaries and grains of 
RC PSNFs are obscure as well as the 670 °C samples. It shows that the grain boundaries of 
the abovementioned samples contain a large number of amorphous phases. 
In order to analyze the film microstructure, the XRD experiment was performed on the 
samples. In the XRD spectra shown in Fig. 6, all the (111) peaks are attributed to Si 
substrates. The clear (220) peak of 670 °C PSNFs is due to the preferred grain growth along 
(220) orientation, while the other PSNFs are oriented randomly. Furthermore, it should be 
noted that the broad peaks (2 =85~100 °) related to amorphous phases appear on the spectra 
of RC and 670 °C PSNFs, thereby testifying the existence of amorphous phases at grain 
boundaries. Because amorphous phases in the 620 °C PSNFs are much fewer, no remarkable 
broad peak is observed. The peak intensity and FWHM of RC PSNFs are larger than those of 
the 670 °C ones. It demonstrates that the crystallinity of RC PSNFs is lower than DC ones. 
The broad peak of 670 °C samples is likely due to the preferred growth aggravating 
disordered states of grain boundaries. 
 

 
Fig. 6. XRD spectra of PSNF samples deposited at different temperatures 

3.4 Magnetron sputtering samples 
Fig. 7 provides the SEM images of polycrystalline silicon films prepared by magnetron 
sputtering before and after the annealing of 1080 °C. From Fig. 7(a), we can see that the film 
is amorphous and has no micrograined texture. After high temperature annealing, the 
 

            
Fig. 7. SEM images of polycrystalline silicon films prepared by magnetron sputtering 
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recrystallization occurs in the film, which make the film transfer from amorphous state to 
polycrystalline state, as shown in Fig. 7(b). By calculation, the grain size of magnetron 
sputtering films is around 10 nm. It indicates that the crystallinity of magnetron sputtering 
films is very low and the recrystallization induced by high temperature annealing is limited 
for the improvement of film crystallinity. 

4. Fabrication of cantilever beam samples 
4.1 Piezoresistors 
For measuring gauge factor, the cantilever beams were fabricated based on 
photolithography and etching technologies. Firstly, the sample wafers were ultrasonically 
degreased with methylbenzene, acetone and ethanol for 5 min in each and then rinsed 
repeatedly in de-ionized water. The cleaned samples were pre-baked at 120 °C for 15 min. 
Next, after spin-coating with positive photoresist and a soft-bake at 90°C for 10 min, the 
samples were exposed for 90 s using the mask plate as shown in Fig. 8(a) and developed in 
the 0.5% NaOH solution. Then, a hard-bake for 25 min was performed at 120 °C for the 
successive etching process. After photolithography, the samples were etched in 
HNO3/HAc/HF (4:1:1) solution to form PSNF resistors and then rinsed in de-ionized water. 
The photoresist was removed by acetone to obtain the sample wafers with PSNF resistors as 
shown in Fig. 8(b).  
 

 
Fig. 8. Schematic diagram of mask plates and sample wafers in the fabrication of cantilever 
beams. (a) The mask plate for patterning resistors. (b) The sample wafer after patterning 
resistors. (c) The mask plate for patterning electrodes and calibrated scales. (d) The sample 
wafer and the cantilever beam after fabricating electrodes and calibrated scales. 

4.2 Metal contact electrodes 
Here, the aluminium is used as the metal electrode material. In order to measure the contact 
resistance between PSNFs and metal electrodes, the ohmic contact test patterns based on 
linear transmission line model (LTLM) were also fabricated on the samples. Before 
depositing metal, the samples were dipped in HF/H2O (1:10) for 8 s to remove the native 
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oxide. The Al layer was evaporated onto the samples by vacuum evaporation. Then, the 
positive photoresist was coated and patterned in the same process as the resistor fabrication. 
The schematic diagram of mask plate is shown in Fig. 8(c). The Al layer was etched in 
concentrated phosphorous acid at 80~100 °C to form electrodes. The electrode fabrication 
was completed by removing the photoresist left. 

4.3 Alloying and scribing  
After scribing, the sample wafers were divided into individual cantilever beams of 26 mm×4 
mm, as shown in Fig. 8(d). Then, the samples were alloyed at 410 °C, 450 °C and 490 °C for 
20 min in N2 to form ohmic contact. By measuring the LTLM test patterns, the I-V 
characteristic curves after alloying at different temperatures are provided in Fig. 9. From 
Fig. 9, it can be seen that the samples annealed at 450 °C have a linear I-V curve, which 
indicates that the good ohmic contact is formed. The specific contact resistivity is about 
2.4×10-3 ·cm2.  
 

 
Fig. 9. I-V characteristic curves of metal contact electrodes after annealed at different 
alloying temperatures 

Finally, on the actual cantilever beam sample given in Fig. 10, two groups of PSNF 
piezoresistors were fabricated. Each group consists of three sets of longitudinal and 
transversal piezoresistors with length-width ratios of 1:4, 2:1 and 8:1, respectively. And the 
current directions through longitudinal resistors were aligned with the (110) orientation. 
Fig. 10(b) and (c) are the micrographs of a PSNF resistor taken by laser scanning microscope. 
Also, the Al calibrated scales were fabricated near both ends of cantilever beams for 
measuring the arm of applied force. 

5. Gauge factor measurement 
The gauge factor test setup is shown in Fig. 11. Either end of the cantilever beam is fixed by the 
clamp. The piezoresistors are connected to the electric instruments through Al electrodes. 
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Fig. 10. (a) Photo of a cantilever beam sample; (b) Laser scanning microscope 2D image of a 
polysilicon piezoresistor; (c) Laser scanning microscope 3D image of a polysilicon 
piezoresistor 
 

 
Fig. 11. Strain loading setup for measuring gauge factor 

When an axial force F is applied to the free end of the cantilever beam, the strain (x) 
produced at x can be expressed as  

 2

6( )( ) l x Fx
bt Y

 (1) 

where l is the force arm of the axial force F, b and t are the width and the thickness of the 
cantilever beam (b, t << l here), respectively. Y is Young�’s modulus of silicon. The initial 
resistance R0 (without strain) and the varied resistance R (with strain) were measured by a 
Keithley 2000 digital multimeter. The gauge factor can be calculated by: 

 0

0 0

R R RGF
R R

 (2) 
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6. Tunneling piezoresistive theory 
6.1 Analysis of existing theories 
The existing piezoresistive theories of polysilicon were established during 1980s~1990s and 
used to ameliorate the process steps for the optimization of device performance. In the early 
models proposed (Mikoshiba, 1981; Erskine, 1983; Germer & Tödt, 1983), the contribution of 
grain boundaries to piezoresistive effect was neglected, thereby resulting in the discrepancy 
between experimental data and theoretical results at low doping levels. To tackle this issue, 
Schubert et al. took the piezoresistive effect of depletion region barriers (DRBs) arising from 
carrier trapping at grain boundaries into account and established a theoretical model for 
calculating gauge factors (Schubert, et al., 1987). Thereafter, French et al. suggested that the 
piezoresistive effect of p-type polysilicon is not only due to the shift in heavy and light hole 
band minima relative to each other, but also due to the warpage of two sub-bands (French & 
Evens, 1989). Moreover, the barrier effect of grain boundaries was introduced into the model, 
achieving the good agreement with the experimental data. Noticeably, it was considered in 
these models that the PRCs of grain boundaries and DRBs are much lower than that of grain 
neutral regions. Based on this viewpoint, since the PRC of grain neutral regions (bulk Si) falls 
off rapidly at high doping concentrations (Toriyama & Sugiyama, 2002), it has been considered 
that the gauge factor of polysilicon could be degraded sharply with increasing doping 
concentrations. Accordingly, the optimization of fabrication technologies was emphasized on 
improving crystallinity and controlling doping concentration to prepare the films with larger 
grain sizes and lower trap densities. It results in that the research works have been mainly 
focused on polycrystalline silicon thicker films and scarcely involving PSNFs. 

6.2 Carrier transport mechanisms through grain boundaries 
Polysilicon can be considered as composed of small crystals joined together by grain 
boundaries. Each crystal is viewed as a Si single crystal, while the grain boundaries are full 
of defects and dangling bonds and form extremely thin amorphous layers. The forbidden 
band width of grain boundaries is larger than that of monocrystalline silicon (1.12 eV) 
(Mandurah, et al., 1981; Kamins, 1971) and approaches that of amorphous silicon (1.5-1.6 eV) 
(Taniguchi, et al., 1978). The Fermi level is pinned near the midgap at grain boundaries. In 
this case, the grain boundary barriers are formed to hinder carriers from traversing grain 
boundaries. Moreover, dangling bonds at grain boundaries can be occupied by carriers and 
dopant atoms, so the DRBs are created on the sides of grain boundaries. As a result, the 
grain boundary barriers and the DRBs form the composite grain boundary barriers. 
Theoretically, carriers pass through grain boundaries by two transport mechanisms of 
thermionic emission and tunneling. For simplification, the carrier transport is considered to 
be one-dimensional. So, according to the kinetic energy Ex of carriers, there are three current 
components in the conduction current of carriers traversing grain boundaries (Fig. 12), 
where w, , q  and qVb are the DRB width, the grain boundary width, the grain boundary 
barrier height and the DRB height, respectively. At very low temperatures, Ex<qVb, carriers 
traverse the composite grain boundaries only by tunneling, forming the field emission 
current J1; At intermediate temperatures, qVb<Ex<q , carriers cross the DRBs by thermionic 
emission and penetrate the grain boundary barrier by tunneling, forming the composite 
current J2; At very high temperatures, Ex>q , carriers traverse the composite grain boundary 
completely by thermionic emission, forming the thermionic emission current J3. In the 
temperature range of polysilicon devices working, J2 is dominant, and J1 and J3 could be 
neglected (Mandurah, et al., 1981). 
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In our tunneling piezoresistive model, the piezoresistive effect of grain boundaries is due to 
that the stress induced deformation gives rise to the split-off of the degenerate heavy and 
light hole sub-bands, thereby causing the carrier transfer between two bands and the 
conduction mass shift. Inside each grain, due to the single crystal nature of grain neutral 
regions, the gauge factor of this regions, GFg, is dependent on the PRC of Si single crystals, 

g. The gauge factor of composite grain boundaries, GFb, is dependent on the PRC of DRBs 
( d) and the PRC of grain boundary barriers ( ). Hence, in order to explain the 
piezoresistive behavior of PSNFs theoretically, it is necessary to deduce the relationship 
between g, d and . 
 

 
Fig. 12. Energy band structure and carrier transport mechanisms near grain boundaries 

6.3 Tunneling current through grain boundary barriers 
For DRBs, based on the dependence of thermionic emission current on strain, the relational 
expressions of longitudinal PRC dl and transversal PRC dt in the <111> orientation have 
been derived in our previous work (Liu, et al., 2004) and expressed as: 

 dl = 0.525 gl  (4) 

 dt = 0.616 gt  (5) 

where gl and gt are the longitudinal and transversal PRCs of p-type monocrystalline silicon 
in the <111> orientation, respectively. 
Before deducing the PRC , the conduction current of carriers penetrating grain boundary 
barriers must be determined. Fig. 13 provides the energy band diagram and tunneling 
mechanism of grain boundary barrier omitting DRBs. It is assumed that the voltage drop 
over the grain boundary barrier is V . Using Fermi-Dirac statistics, the number of holes 
having energy within the range dEx incident from left to right on the grain boundary barrier 
per unit time per unit area is (Murphy & Good, 1956): 

 3

4( , , ) ln 1 exp xd
x x x

Em kTN T E dE dE
h kT

 (6) 
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where md is the effective mass of holes for state density,  = EF - EV, is the difference of Fermi 
level and valence band edge, h is Planck�’s constant, k is Boltzmann�’s constant, T is the 
absolute temperature. 
 

 
Fig. 13. Energy band diagram and tunneling mechanism of grain boundary barrier omitting 
depletion region barriers.   
The grain boundary width  is very small (around 1nm), and the number of the holes with 
high energies around q  is few. Hence, when calculating the current density, the oblique 
distribution of energy band at the top of grain boundary barrier in Fig. 13 can be substituted 
by the horizontal line approximately. So, the probability of carriers with the energy Ex 
( 0 / 2xE q qV ) tunneling the GB barrier is given by:  

 
1

24( ) exp 2 ( )x i xD E m a E
h

 (7) 

 1
2

a q qV   (8) 

where mi is the hole effective mass in the tunneling direction. In Fig. 13, the left valence band 
edge EVL is taken to be the zero point of energy. By deducing from Eqs. (6)-(8), the current 
density of holes tunneling grain boundary barrier from left to right is: 

 
0

( , , ) ( )
a

LR x x xS N T E D E dE  (9) 

The current density of holes tunneling grain boundary barrier from right to left is: 

 
0

( , , ) ( )
a

RL x x xS N T E D E dE  (10) 

 qV  (11) 

By simplifying the logarithmic function term in Eq. (6) into the exponential form, Eq. (9) can 
be expressed as:  

 3 0

4 ( )exp ( )
ad x

LR x x
m kT ES D E dE
h kT

. (12) 
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Considering the fact that the holes gather mostly near the valence band edge, when solving 
the integration in Eq. (12), the square root term is expended by the Taylor�’s series as follows: 

 1/2

2
x

x
Ea E a

a
. (13) 

Substituting Eq. (13) into Eq. (7), Eq. (12) can be solved out by integrating: 

 
2 2

3
1

4 2exp 2d
LR i

m k T aS m a
h c h kT

4exp 2 im a
h kT

, (14) 

where 

 1
2 2 1imc kT

h a
. (15) 

Similarly,  

 
2 2

3
1

4 2exp 2d
RL i

m k T aS m a
h c h kT

4exp 2 im a
h kT

. (16) 

Then, the current density of tunneling boundary barrier region can be given by: 

2 2

2 2 2 23
1

( )
4 exp exp exp exp 2 exp 2

LR RL

d

J q S S
a qV qVm k T aq c c c c

h c kT kT kT kT
, (17) 

where 

 2
2 2 ic m a

h
. (18) 

In the case of low voltage bias (qV  << kT), the exponential terms in Eq. (17) can be 
expanded by using the Taylor�’s series. After taking the first order approximation, it yields: 

 
2

2 23
1

4 exp exp exp 2pdq m kT aJ c c V
h c kT kT

. (19) 

Considering the hole concentration formula: 

 
3
2

2

2exp 2 expd V F
V

m kT E Ep N
kT h kT

, (20) 

and then Eq. (19) can be rewritten as: 
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When two sub-bands split off under an axial stress, the total tunneling current (J ) consists 
of tunneling currents of heavy holes (J 1) and light holes (J 2) and can be expressed as:  

 
2

1 2
1

j
j

J J J J , (22) 

 0j j jJ p J , (23) 

where J j is the tunneling current component of degenerate sub-band, pj is the corresponding 
hole concentration, the subscript j=1, 2, represents the heavy and light hole sub-bands, 
respectively. 

6.4 Piezoresistance coefficient of grain boundary barriers 
When the heavy and light hole sub-bands split off under stress, the band shift  is defined 
as the shift of two split-off sub-bands (EV1 and EV2) relative to the initial degenerate band 
(EV). For the sake of simplification, the applied axial stress is assumed to be along the <111> 
orientation. According to the result of the cyclotron resonance experiment (Hensel & Feher, 
1963), the effective mass of holes under an axial stress is obtained in Table 1, where mlj and 
mtj are the longitudinal and transversal effective mass of holes at the sub-band EVj, 
respectively. 
 

ml1 mt1 md1 ml2 mt2 md2 
0.870 0.170 0.293 0.135 0.369 0.264 

Table 1. Hole effective mass in highly stressed silicon (unit: free-electron mass m0) 
The split-off heavy and light hole sub-bands are EV+  and EV- , respectively. By 
differentiating Eq. (20) and substituting dEV by the band shift , the concentration changes 
of two sorts of holes are, respectively: 

 1 1 exp V F
v

E Ep N
kT kT

, (24) 

 2 2 exp V F
v

E Ep N
kT kT

. (25) 

When the uniaxial stress is , the band shift  is (Hensel & Feher, 1963): 

 1
44

1'
3 uD C , (26) 

where Du is deformation potential constant, C44 is the corresponding elastic stiffness 
constant. Due to the different effective mass of heavy and light holes, the change in the 
corresponding hole concentrations can lead the tunneling current J  to vary, which is the 
principle of tunneling piezoresistive effect. The relative change of the equivalent tunneling 
resistivity is:  

 1 0 1 2 0 2

1 0 1 2 0 2

( ) ( )
( ) ( )

p J p JJ
J p J p J

. (27) 
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Substituting Eqs. (20), (24) and (25) into Eq. (27), it yields: 

 

3/2
01 1

2 0 2
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d
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. (28) 

From Eqs. (21)-(23), it results in:  

 
1 2 22 1 1

0 1

0 2
1 2 21 2 2
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J ac c c
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,  (29) 

 

where (c1)j and (c2)j can be determined by Eqs. (15) and (18), respectively. According to the 
experimental data (Mandurah, et al., 1981), the grain boundary width  is set to be 1nm and 
the grain boundary barrier height q  is about 0.6eV. Thus, for heavy holes, j=1, (c1)1 and (c2)1 
are calculated to be -0.84 and -3.72, respectively; for light holes, j=2, (c1)2 and (c2)2 are 
calculated to be -0.94 and -1.46, respectively. In general, qV <<q , it can be obtained from Eq. 
(8) that a  q . From Eq. (29) and Table 1, it yields:  

 
3/2 2

1 1 1
2

2 2 2

1.180d l t

d l t
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, (30) 

 0 21

0 2

1.22 10
J
J

. (31) 

Finally, using Eqs. (26), (28)-(31), the longitudinal PRC of grain boundary barriers along the 
<111> orientation is expressed as:  

 1
44

0

0.972 1
3l uD C

k T
. (32) 

Similarly, the transversal PRC along <111> orientation is: 

 1
44

0

0.684 1
3t uD C

k T
. (33) 

 

From our previous research results, the longitudinal and transversal PRCs of p-type 
monocrystalline silicon (grain neutral regions) under a uniaxial stress  applied along the 
<111> orientation can be expressed as follows, respectively (Liu, et al., 2004): 

 1
44

0

0.695 1
3gl uD C

k T
, (34) 
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 1
44

0

0.435 1
3gt uD C

k T
. (35) 

Comparing Eqs. (32) and (33) with (34) and (35) correspondingly, it yields: 

 1.4l gl , (36) 

 1.6t gt . (37) 

From Eqs. (36) and (37), it can be seen that the PRCs  and g present a proportional 
relationship and the PRC  is larger than g. 

6.5 Piezoresistance coefficient of composite grain boundaries 
From the above theoretical analysis, it can be seen that both the PRC of depletion region 
barriers and the PRC of grain boundary barriers are proportional to the PRC of grain neutral 
regions. Noticeably, according to Eqs. (4), (5), (36) and (37), the PRC of depletion region 
barriers d is lower than g, while the PRC of grain boundary barriers  is higher than g. 
Therefore, the relationship between the PRC of composite grain boundaries b and the PRC 
of grain neutral regions g is dependent on the weights of the equivalent resistivities d (for 
depletion region barriers) and  (for grain boundary barriers) in the equivalent resistivity b 
of composite grain boundaries. In this case, b can be expressed as:  

 b d d d
b d

b b d b b b

, (38) 

where 

 b d . (39) 

If the potential drops across depletion regions on the left and right hand sides of the grain 
boundary are denoted by VL and VR, respectively; then the potential drops on depletion 
region barriers and grain boundary barrier are VL+VR and V , respectively. So, Eq. (38) can 
be expressed as follows: 

 
0 0

L R
b d

V V V
V V

, (40) 

 0 L RV V V V , (41) 

where V0 is the potential drop over the composite grain boundary. Thus, it can be seen that 
determining the proportional relationship between VL+VR and V  is the key to solve out b. 
Because the polysilicon usually work under low current and low voltage bias, the condition 
of VL+VR<4Vb can be always satisfied. Then, the relationship of VL, VR, Vb and V  can be 
obtained (Mandurah, et al., 1981): 

 1/2 1/2 1/22 ( ) ( )b b R b LV V V V V , (42) 



Polycrystalline Silicon Piezoresistive Nano Thin Film Technology  

 

323 

 
1/2

1/2 1/2

0

( ) ( )
2

A
b R b L

s

qNV V V V V . (43) 

According to the approximation of depletion region, it yields 
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where NA is the boron doping concentration, Nt is the trap density at grain boundary, s and 
0 are the relative and vacuum dielectric constants of silicon, respectively. In this paper, the 

trap density Nt is taken to be 1.0×1013 cm-2. By calculating, the distribution of the voltage V  
normalized to the voltage V0 as a function of NA is provided in inset of Fig. 14. 
The experimental results indicate that the longitudinal piezoresistive sensitivity is twice 
larger than the transversal sensitivity. Hence, the following derivations are based on the 
longitudinal piezoresistive effect. Considering that the fundamental cubic piezoresistance 
coefficients 11, 12 and 44 satisfy 11+2 12<<2 44 for p-type single crystal silicon, the 
longitudinal piezoresistance coefficient gl can be taken to be 2 44/3. Therefore, combining 
Eqs. (4), (36), (40) and (41), the piezoresistance coefficient of composite grain boundary can 
be expressed as:  

 44
0 0

(0.525 0.875 ) (0.35 0.583 )bl gl
V V
V V

 (46) 

 

 
Fig. 14. Dependences of the longitudinal piezoresistance coefficients ( gl and bl) and the 
potential drop ratio V /V0 on the doping concentration. The potential drop V0 on composite 
grain boundary and the trap density at grain boundary is taken to be 1 mV and 1.0×1013 cm-2. 
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In virtue of the dependences of the potential drop ratio V /V0 and 44 on the doping 
concentration (Tufte & Stelzer, 1963; Toriyama & Sugiyama, 2002; Shi, et al., 2009), the 
relational curves of longitudinal piezoresistance coefficients gl and bl on the doping 
concentration are obtained as shown in Fig. 14. Seen from the inset of Fig. 14, the potential 
drop ratio V /V0 increases sharply at high doping concentrations, therefore resulting in that 
the longitudinal PRC of composite grain boundary becomes much larger than that of grain 
neutral regions when V /V0 >0.543 (the doping concentration> 1.1×1020cm-3). 

7. Experimental results and analyses 
7.1 Magnetron sputtering samples 
After high temperature annealing, micrograins are formed and the films transfer from the 
amorphous state to polycrystalline state. The dependence of the film resistivity on the 
annealing time is provided in Fig. 15. From Fig. 15, it can be seen that when the annealing 
time is 60 min, the film resistivity is the lowest. Noticeably, if the annealing is performed 
after the boron diffusion, the dopants are almost not activated and the corresponding 
resistivity is very high. It is likely due to that the most of boron dopants are captured by the 
dangling bonds, and the post-annealing is difficult to break the covalent bonds.  
 

 
Fig. 15. Dependence of the resistivity of magnetron sputtering films on the annealing time 

The measurement results show that the gauge factor of magnetron sputtering films is 
ranged from 10 to 80. The uniformity of experimental data is poor, so that this film 
preparation could not be suited for the fabrication of sensors. Once the crystallization of 
films is improved, the magnetron sputtering may be a favourable method of preparing 
polycrystalline silicon films. 

7.2 LPCVD films with different thicknesses 
The dependences of longitudinal gauge factor and grain size on film thickness are provided 
in Fig. 16. For PSCFs, the average value of gauge factor is between 20 and 25. It is due to that 
the larger grain size and better crystallinity reduce greatly the proportion of composite grain 
boundary resistivity to film resistivity, resulting in that the gauge factor depends on the 
piezoresistance coefficient of grain neutral regions. For PSNFs, the average gauge factor is 
enhanced to be 32~34. Due to the reduction of film thickness, the film crystallinity and the 
grain size are both diminished clearly; at the same time, the grain boundary width and the 
trap density at grain boundaries increase correspondingly. Therefore, the proportion of 
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composite grain boundary resistivity to film resistivity is improved further. In this case, the 
gauge factor depends on the piezoresistance coefficient of composite grain boundary. 
According to the above tunneling piezoresistive theory, when the trap density at grain 
boundaries is not too high, the piezoresistance coefficient of composite grain boundary is 
larger than that of grain neutral regions at high doping levels. Hence, the PSNFs exhibit the 
enhanced piezoresistive sensitivity (about 50%), compared with the PSCFs. The intervenient 
films are ascribed to the transition type.  
 

 
Fig. 16. Longitudinal gauge factor and grain size of polysilicon thin films with different 
thicknesses. 

When the film thickness is further reduced (thinner than 50 nm), the film crystallinity and 
the grain size are diminished greatly, thereby resulting in the increase of trap density at 
grain boundaries. At the same doping level, this makes more carriers captured by traps at 
grain boundaries and broadens the width of DRBs beside the grain boundary. When the 
current flows through the composite grain boundary, the potential drop on broadened DRBs 
increases. According to Eqs. (40) and (41), it increases the proportion of DRB piezoresistance 
coefficient to composite grain boundary piezoresistance coefficient. Based on the tunneling 
piezoresistive theory, the piezoresistance coefficient of DRBs is much smaller than that of 
grain neutral regions and grain boundary barriers. Consequently, the composite grain 
boundary piezoresistance coefficient of NL-PSTFs is reduced compared with the PSNFs. 
Although the increase in trap density improves the proportion of the composite grain 
boundaries of NL-PSTFs, the decrease of the composite grain boundary piezoresistance 
coefficient makes the longitudinal gauge factor of NL-PSTFs smaller than that of PSNFs. 
Additionally, the NL-PSTFs is the transition type towards the nanocrystalline silicon. Due to 
the high gauge factor of nanocrystalline silicon (He, et al., 1996), the gauge factor of NL-
PSTFs increases slightly with the reduction of film thickness. 

7.3 LPCVD films with different doping concentrations 
The relationship between the longitudinal gauge factor of 80 nm-thick PSNFs and doping 
concentration is shown in Fig. 17. It can be seen from Fig. 17 that the gauge factor reaches 
the maximum as the doping concentration is about 4×1019 cm-3; however, when the doping 
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concentration is higher than 2×1020 cm-3, the gauge factor increases again with the increase 
of doping concentration. This exceptional increase of gauge factor has not been observed in 
polysilicon thicker films and can not be explained reasonably by the existing piezoresistive 
theory. Here, the phenomenon is analyzed based on the tunneling piezoresistive theory. 
The longitudinal gauge factor of PSNFs could be expressed as the weighted superposition of 
gauge factors of grain neutral regions and composite grain boundaries, and the weight 
factors are the products of the resistivity ratios and width ratios of grain neutral regions and 
composite grain boundaries to films, respectively. Thus, the longitudinal gauge factor of 
PSNFs can be given by:  

 
2 2

1g g
l gl bl

L w L w
GF GF GF

L L
 (47) 

where g and  are the resistivity of grain neutral regions and the film resistivity, 
respectively; L is the grain size; GFgl and GFbl are the longitudinal gauge factors of grain 
neutral regions and composite grain boundaries, respectively.  
 

 
Fig. 17. Experiment data and theoretical curve of the longitudinal gauge factor of the PSNFs 
with different doping concentrations 

Due to the random orientation of PSNFs, the gauge factors GFl, GFgl and GFbl should be 
substituted by the average gauge factors <GFl>, <GFgl> and <GFbl> derived along the all 
orientations. Based on the method presented by Schubert (Schubert, et al., 1987), the 
proportion factor of the average gauge factors (<GFgl> and <GFbl>) with random grain 
orientations and the gauge factors (GFgl, <111> and GFbl, <111>) along the <111> orientation was 
calculated to be 0.537. Therefore, the average gauge factors can be expressed as:  

 , 111 111 , 1110.537 0.537 (1 2 )gl gl Y Si glGF GF f Y  (48) 

 , 111 111 , 1110.537 0.537 (1 2 )bl bl Y Si blGF GF f Y  (49) 

where  is Poisson�’s ratio and taken to be 0.25, YSi<111> is Young�’s modulus of single-crystal 
silicon along <111> orientation and taken to be 1.87×1020 Pa, fY is a correction factor and 
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taken to be 0.85, gl,<111> and bl,<111> are the piezoresistance coefficients of grain neutral 
regions and composite grain boundaries along the <111> orientation, respectively. The 
introduction of the correction factor fY is due to that the Young�’s modulus of polysilicon is 
lower than that of single-crystal silicon (Greek, et al., 1999; Yi & Kim, 1999).  
According to Eq. (47), in order to figure out the relationship between the longitudinal gauge 
factor and doping concentration, it is necessary to determine the resistivity ratio g/ . 
Generally, when calculating the gauge factor, the resistivity of grain neutral regions g is taken 
to be the value of monocrystalline silicon (Schubert, et al., 1987; Mosser, et al., 1991), and the 
resistivity of polysilicon  is taken to be the actual measured value. For the samples with 
different doping concentrations, the fitting dependence of  on NA at room temperature is: 

 
191.73 1015.651 0.014ANe (  cm)  (50) 

In semiconductor physics, the resistivity g at room temperature can be expressed as 

 1
g s A ia N a  (51) 

where as and ai are the constants determined by the scattering probability resulted from the 
acoustic phonons and impurity scattering, respectively. According to the relational curve of 
the resistivity of p-type monocrystalline silicon versus doping concentration, in the doping 
concentration range of 5×1018~1021 cm-3, by fitting in the function form of Eq. (51), the 
relationship between g and NA at room temperature is  

 16 1 36.8741 10 2 10g AN (  cm)  (52) 

Although the grain neutral regions possess monocrystal structure, the defect density is very 
high and increases with the grain size reducing. Therefore, it is necessary to take the 
scattering process of lattice defects into consideration when calculating the resistivity. If the 
defect density is independent of doping concentration, a modifying factor ad determined by 
defect density can be introduced, thus Eq. (52) can be modified as 

 16 1 3(6.8741 10 ) 2 10g d Aa N  (  cm) (53) 

For the PSNFs mentioned here, the value of ad is 2×1016  cm-2. Here, the scattering process 
of lattice defects is equivalent to the ionized impurity scattering at the doping concentration 
of 1019 cm-3. This is comprehensible for the PSNFs (the thickness is 80 nm and the average 
grain size is 27 nm). When it is assumed that 1% of the bonds on the grain surface are 
dangling bonds and these dangling bonds are regarded as defects, the defect density is at 
the level of 1019 cm-3. Using Eqs. (47)�–(50) and (53) obtained from the above analysis and 
combining the dependences of piezoresistance coefficients gl and bl on NA, the theoretical 
curve of gauge factor versus doping concentration for PSNFs was gained in Fig. 17. Thus, it 
was seen that the calculating results of tunnelling piezoresistive model were greatly in 
agreement with the experiment data. 

7.4 LPCVD films with different deposition temperatures 
Fig. 18 provides the resistivity of highly boron doped PSNFs versus deposition temperature. 
It can be seen that the resistivity changes from 1.54×10-1 to 4.9×10-3 ·cm with elevating 
deposition temperature. Considering the experiment results that the grain size increases 



 Solid State Circuits Technologies 

 

328 

with raising deposition temperature, it indicates that the weight of the resistivity of 
composite grain boundaries b in the resistivity of PSNFs  is reduced by increasing 
deposition temperature. Because b is dependent on the resistivity of grain boundary 
barriers  and the resistivity of depletion region barriers d (i.e., b =  + d), the elevation of 
deposition temperature might reduce either of  and d. According to the SEM and XRD 
results, there are more amorphous contents in RC PSNFs (560~600°C samples) than in DC 
PSNFs (620~670°C samples). The existence of amorphous phases at grain boundaries could 
increase the resistivity . On the other hand, the high doping concentration narrows the 
width of depletion region barriers to a few angstroms, so that the contribution of d to b 
could be neglected. Therefore, at high doping concentration, the resistivity of composite 
grain boundaries b is dependent on the resistivity of grain boundary barriers , and the 
reduction of amorphous contents at grain boundaries caused by elevating deposition 
temperature is responsible for the falloff of the film resistivity . However, the resistivity of 
620°C samples is slightly higher than that of 600°C ones. It is likely due to the 
recrystallization of 600°C samples after the pre-annealing at 950°C.  
 

 
Fig. 18. Resistivity of boron doped PSNFs versus deposition temperature 

The dependences of the resistance change R/R0 in longitudinal and transversal 
piezoresistors on the strain  with different deposition temperatures are shown in Figs. 19(a) 
and (b), respectively. Obviously, the longitudinal and transversal piezoresistances vary 
linearly with the strain. From the insets of Figs. 19(a) and (b), it can be seen that RC PSNFs 
and DC PSNFs exhibit different piezoresistive properties. And the critical deposition 
temperature differentiating RC PSNFs and DC PSNFs is around 605°C. The samples 
deposited below this critical temperature present amorphous appearance mixed with 
polycrystals, while the samples above this value present better polysilicon appearance. This 
critical value is consistent with the reported result (French & Evens, 1989).  
For the longitudinal piezoresistive sensitivity, it can be seen in Fig. 19(a) that the gauge factors 
of RC or DC PSNFs decrease with elevating deposition temperature. As discussed above, the 
amorphous contents at grain boundaries are reduced by raising deposition temperature. For 
RC PSNFs, when the deposition temperature is lowered, the crystallinity of samples is 
aggravated and there are more amorphous phases existing at grain boundaries. The increase of 
amorphous phases raises the resistivity . Moreover, the deficient crystallinity increases the 
width of grain boundary barriers  and further increases the weight of b in the film resistivity 
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. According to the existing piezoresistive model, the PRCs of DRBs ( d) and grain boundary 
barriers ( ) are lower than that of grain neutral regions g. Thus, it implies that the 
piezoresistive sensitivity of PSNFs with more amorphous contents and smaller grain size 
should be much lower. However, it is obvious that the deduction is inconsistent with the 
experiment results. Based on the tunneling piezoresistive theory presented here, the 
longitudinal PRC of composite grain boundaries bl is much larger than that of grain neutral 
regions gl at high doping concentration. As a result of lowering deposition temperature, both 
the resistivity b and the weight of b in the film resistivity  increase. It enhances the 
contribution of the PRC bl on the piezoresistive sensitivity, thereby increasing longitudinal 
gauge factors. For DC PSNFs, the XRD analysis indicates that there are more amorphous 
phases in the 670°C samples than in the 620°C ones, which is likely due to the <110> preferred 
growth aggravating disordered states of grain boundaries. It makes the resistivity  of 670°C 
samples higher than 620°C samples. However, the SEM results show that the grain size of 
670°C samples is ~70nm and much larger than that of 620°C ones. This reduces severely the 
weight of the resistivity b in the film resistivity  and weakens the contribution of the PRC bl 
on the piezoresistive sensitivity. Therefore, the longitudinal gauge factor of 670°C samples 
with larger grains is much lower than that of 620°C ones.  
 

     
Fig. 19. (a) Dependences of the resistance change R/R0 in longitudinal piezoresistors on 
strain  with different deposition temperatures, and the longitudinal gauge factor vs. 
deposition temperature. (b) Dependences of R/R0 in transversal piezoresistors on strain  
with different deposition temperatures, and the transversal gauge factor vs. deposition 
temperature. 

For the transversal piezoresistive sensitivity, the inset of Fig. 19(b) shows that the magnitude 
of the transversal gauge factor in DC PSNFs increases with lowering deposition 
temperature, similar to the longitudinal gauge factor dependence; while the magnitude of 
the transversal gauge factor in RC PSNFs falls off drastically with lowering deposition 
temperature. Comparing the insets of Figs. 19(a) and (b), it can be seen that the longitudinal 
gauge factor of DC PSNFs is about twice larger than the transversal one. However, the 
longitudinal and transversal gauge factors of RC PSNFs do not satisfy the above 
proportional relation. On the contrary, the transversal gauge factor of RC PSNFs decreases 
from 1/2 to 1/3 of the longitudinal one with lowering deposition temperature, which might 
be due to the degradation of transversal piezoresistive effect in amorphous silicon.  
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It is noteworthy that the stress-induced modulation of surface depletion region width in 
silicon nanowires (He &Yang, 2006) is not fit for the explanation of enhanced piezoresistive 
effect in PSNFs. For silicon nanowires, the surface depletion regions are parallel to the 
direction of carrier transport, and the change in surface potential barrier caused by stress 
only influences the conducting channel width of carriers along silicon nanowires. However, 
for PSNFs, the depletion regions are perpendicular to the direction of carrier transport and 
the carriers have to traverse them by thermionic emission or tunneling. Moreover, the 
depletion region width is reduced greatly at high doping concentration and can be 
neglected. So the tunneling effect of carriers becomes dominant.  

8. PSNF-based pressure sensor 
Fig. 20 provides the photo of a PSNF-based pressure sensor. In Fig. 20, there are 4 sets of half 
Wheatstone bridge; precise matching of piezoresistors can be obtained by selecting proper 
half bridge. Some main performance characteristics of the PSNF-based pressure sensor are 
listed in Table 2. It can be seen that the PSNF-based pressure sensor possesses favourable 
sensitivity and temperature stability. 
 

 
Fig. 20. Photos of PSNF-based pressure sensor chip and packaging 
 

Parameter Value 
Working temperature (°C) 25 200 
Sensitivity (mV/V/MPa) 22.23 18.27 

Full scale output (mV) 66.38 54.82 
Offset (mV) 9.63 9.49 

Temperature coefficient of 
sensitivity (%/°C) -0.098 -0.098 

Temperature coefficient of 
offset (%/°C) -0.017 -0.017 

Linearity (%FS) 0.06 0.38 
Hysteresis (%FS) 0.49 0.93 

Repeatability (%FS) 1.08 2.07 

Table 2. Performance characteristics of the PSNF-based pressure sensor 
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9. Summary 
Our research group has been spending a great effort on the investigation of polycrystalline 
silicon-based sensors. Through the alteration of technological conditions, the enhanced 
piezoresistance effect of heavily doped polycrystalline silicon nano thin films was discovered, 
and this characteristic could be used in the design and fabrication of piezoresistive sensors 
with miniature volume, high sensitivity and wide working temperature range. In the 
experiments, the influences of film thickness, doping concentration and deposition 
temperature on the piezoresistive properties of polycrystalline silicon films were studied. The 
results indicate that the optimal technological parameters are: the thickness of polycrystalline 
silicon film is in the range of 80-90 nm; the doping concentration is 2-3×1020 cm-3; the 
deposition temperature is set to be 620 °C. Additionally, in order to explain reasonably the 
unique piezoresistive phenomenon, the tunnelling piezoresistive model was established. In 
this model, the contribution of grain boundaries to the piezoresistive effect is taken into 
consideration. By calculation and derivation, it is proved that the piezoresistance coefficient of 
composite grain boundaries is much higher than that of grain neutral regions at high doping 
levels. The experimental data and the theoretical results gain a good agreement. Finally, the 
PSNF-based pressure sensor was fabricated successfully. The test results show that the sensor 
provides high sensitivity and very low temperature coefficients. Therefore, it can be concluded 
that the polycrystalline silicon nano thin films could be potential for the application of MEMS-
based piezoresistive sensors.  
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1. Introduction 
Over the past two decades, significant advances have been made in the field of 
micromachined sensors and actuators. As microelectromechanical systems (MEMS) have 
become mainstream, a clear need for the integration of materials other than silicon and its 
compounds into micromachined transducers has emerged. MEMS devices based on 
piezoelectric materials take advantage of the high energy transduction that scales very 
favorably upon miniaturization leading to an ever-growing interest in piezoelectric films for 
MEMS applications. 
Piezoelectric materials provide a direct transduction mechanism to convert signals from 
mechanical to electrical domains and vice versa. The reversible and linear piezoelectric effect 
manifests as the production of a charge (voltage) upon application of stress (direct effect) 
and/or as the production of strain (stress) upon application of an electric field (converse 
effect). Transducers using piezoelectric materials can be configured either as actuators, 
when the design of the device is optimized for generating strain or stress using the converse 
piezoelectric effect, or as sensors when the design of the device is optimized for the 
generation of an electric signal, using direct piezoelectric effect, in response to mechanical 
input. Furthermore, piezoelectric devices also allow the integration of sensing and actuating 
elements in one device (Xu et al., 2002). The elementary piezoelectric effects are given by 

 (1) 

 (2) 
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where Sj is the mechanical strain, j is the mechanical stress, Ei is the electric field, Di is the 
electrical displacement, cij is the elastic stiffness constant, sij is the elastic compliance 
coefficient, and ii is the permittivity. The piezoelectric coefficients, dij and eij, are third rank 
tensors which in reduced tensor notation correspond to a 3×6 matrix (Nye, 1995; 
Giacovazzo, 2002). 
Furthermore, the indices (i = 1. . . 3) define normal electric field or displacement orientation, 
(j = 1. . .3) define normal mechanical stresses or strains and (j = 4. . .6) represent shear strains 
or stresses. 
In the direct effect using equation (1), a mechanical stress j or strain Sj causes a net electrical 
displacement, Di , on i faces of the material, the magnitude of which depends on dij and eij 
respectively. Similarly, the converse effect expressed by equation (2) relates the induced 
normal and shear stress or strain to the applied electric field via the piezoelectric coefficient 
tensor. As a result, large piezoelectric coefficients dij are desired in actuator applications 
whereas sensor applications take advantage of large eij coefficients. 
The piezoelectric coefficients are not the only material parameters of interest. In resonant 
structures the electromechanical coupling coefficient (3) and the dielectric loss angle (tan ) 
(4) are essential measures in piezoelectric materials. The coupling coefficient represents the 
effectiveness of the energy transformation from the mechanical (electrical) to the input 
electrical (mechanical) energy. The definition of coupling coefficient depends on the 
orientation. The planar coupling coefficient, kp, describes the radial coupling in a thin disc, 
when the electrical field is applied through the thickness, whereas the thickness coupling 
coefficient, kt , is identical to k33 when the element is clamped laterally. 

 
(3) 

 (4) 

Part of the electrical energy is dissipated and transformed to heat. The dielectric loss angle 
tan (4) (the inverse denotes the dissipation factor ) quantifies this phenomenon. The term 
refers to the angle in a complex plane between the resistive (lossy) component (R) of an 
electromagnetic field and its reactive (lossless) component (C). The resistive component in 
(4) generates also a noise current or voltage, which limits directly the signal-to-noise ratio of 
the sensors. 

 
(5) 

Among the piezoelectric films used, Aluminum Nitride (AlN) films have been less explored 
than Lead zirconate titanate (PZT) and Zinc oxide (ZnO) films due to its smaller 
piezoelectric constant. However, its temperature/humidity stability (Lakin et al., 2000), 
higher signal-to-noise ratio (Trolier-McKinstry & Muralt, 2004; Setter, 2005) and the 
compatibility with CMOS processing are attractive (Gerfers et al., 2006; Oestman et al., 
2006). Furthermore, AlN is a large band gap material (6eV) with a large resistivity, whereas 
ZnO is really a semiconductor (3eV) with the inherent risk of increased conductivity due to 
off-stoichiometry. This low DC resistivity translates into a high dielectric loss at low 
frequencies, which is specially harmful for sensor and actors operating at frequencies below 
10kHz (Setter, 2005). 
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Two types of piezoelectric MEMS devices, surface-micromachined piezoelectric resonators 
and bulk-micromachined accelerometers, which utilize longitudinal (d33 mode) and 
transverse (d31 mode) piezoelectric effects, will be presented in this chapter. Film bulk 
acoustic resonator (FBAR) resonators have proven advantages of low loss, high power 
handling, small form factor, and easy silicon integration compared to conventional ceramic 
and surface acoustic wave (SAW) structures (Ruby et al., 2001; Weigel et al., 2002). Thus, 
FBAR resonators are getting popular as a transmitter and/or receiver filters e.g. in 
GSM/CDMA/UMTS applications (Ruby & Merchant, 1994; Ueda et al., 2005), replacing the 
bulky SAW filters. 
For the reconfigurable RF front ends, the integration of adjacent-band filters in one chip is 
attractive from the cost and form factor perspective.  But the resonance frequency of a FBAR 
is determined by the thickness of the film stack, which is equal to the corresponding half 
wavelength of the first fundamental mode (Wang et al., 2006). However, it is impractical 
from a manufacturing perspective to have multiple thicknesses of film stacks in order to 
obtain multiple-frequency resonators/filters. Therefore, we propose in this chapter a 
solution for this shortcoming (Wang et al., 2006). 
Piezoelectric MEMS accelerometers have been successfully used in many applications, such 
as automotive, mobile phones, consumer electronics, and aerospace. An advanced 
application of condition-based maintenance (CBM) in equipment vibration monitoring and 
diagnostics is still solely relying on conventional bulk piezoelectric transducers due to the 
stringent dynamic range requirements. In recent years, CBM systems have naturally 
progressed from traditional data collector and wired systems to wireless sensor networks 
due to lower cost and ease of use (McLean & Wolfe, 2002). As a result, availability of high-
performance, low-cost, and small form factor vibration sensors become a limiting factor to 
proliferate the number of monitoring points. Bulk-micromachined accelerometers (Gerfers 
et al., 2006) offer an appealing solution for such applications providing several benefits over 
conventional capacitive accelerometers (Monajemi & Ayazi, 2006; Kulah et al., 2006) in terms 
of form factor and noise. AlN based accelerometers provide an inherently small dissipation 
factor (around 0.1%) resulting in a excellent low frequency noise performance (Setter, 2005). 
Based on the initial sensor design (Gerfers et al., 2006), this chapter introduces the technique 
of stress concentration to improve the overall accelerometer SNR (Gerfers et al., 2007). In the 
first section, the deposition of highly c-axis oriented AlN films is described, since optimal 
piezoelectric and crystal properties of AlN films are essential for devices�’ performance (Ruby 
& Merchant, 1994; Naik et al., 2000). Furthermore, Section 2 discusses processing details and 
experimental results of the sputtered piezoelectric AlN films. The design of AlN surface-
micromachined piezoelectric resonators, its fabrication and experimental results is presented 
in Section 4. Based on these FBAR resonators an on-chip tuning mechanism is proposed in 
Section 5, in order to obtain a multiple-frequency resonator (filter) in a single device. 
Next, the design and characterization of low noise AlN based accelerometers is presented. 
Section 7 introduces the technique of stress concentration for ultra low noise  piezoelectric 
AlN accelerometers. Experimental results demonstrate the SNR improvements. Finally, 
concluding remarks complete this chapter. 

2. Piezoelectric AlN films 
Both, surface-micromachined piezoelectric resonators and bulk-micromachined 
accelerometers require thin piezoelectric layers in the order of a few m (Loebl et al., 1999; 
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Xu et al., 2002). Attractive piezoelectric films are beside aluminum nitride (AlN) (Wang et 
al., 2006), ZnO and PbZrxTil xO3 (PZT)(Loebl et al., 1999). With AIN films, electromechanical 
coupling coefficients  of > 6% and low losses can be achieved, if strongly c-axis oriented 
AIN films are grown (Loebl et al., 1999; Wang et al., 2006). 
To achieve high piezoelectric coupling in AIN layers, they have to be strongly oriented in 
(002) direction (Loebl et al., 1999; Wang et al., 2006). Therefore, columnar AlN grains with 
the c-axis perpendicular to the substrate are needed. The texture of sputtered AIN films 
depends on the sputter deposition conditions, on the substrate, and on the deposition 
temperature. Also the AlN layer thickness has an influence on the quality and orientation of 
the grains. The formerly mentioned effects of substrate temperature, substrate and AlN 
layer thickness are investigated in detail in (Loebl et al., 1999). 
The used AlN films were prepared by reactive sputtering (Wang et al., 2006), a technique 
with advantages of low deposition temperature, easy process control and low cost when 
compared to alternatives such as metal-organic chemical vapor deposition (MOCVD) and 
molecular beam epitaxy (MBE). The AlN films were sputtered at various conditions - 
substrate temperature from room temperature to 300°C, N2/Ar gas ratio of 9 to 1, pressure 
of 1 to 6mTorr, and power of 1 to 4kW - to obtain optimized films�’ properties. X-ray 
diffraction (XRD) rocking curve analysis was used to characterize the sputtered films since it 
has been shown that there is a correlation between the full width at half maximum (FWHM) 
of the XRD rocking curve and piezoelectric properties (Naik et al., 2000; Liaw & Hickernell, 
1995). Fig. 1(a) shows an AlN film sample, prepared at optimized conditions, have desirable 
c-axis textured crystalline structure. The XRD rocking curve in Fig. 1(b) also shows the 
FWHM of (002) AlN as low as 1.57°. 
The performance characteristics of the AlN devices, such as insertion loss, effective coupling 
coefficient, and the quality factor are highly related to the quality of both the piezoelectric 
and electrode materials (Ueda et al., 2005). In this work, Molybdenum (Mo) has been used as 
an electrode material due to its low resistivity and high acoustic impedance. Beyond, the 
quality of AlN films is affected by the surface roughness of the underlying film (Ueda et al., 
2005). 
 

 
                   (a) SEM micrograph                                              (b) AlN XRD rocking curve 

Fig. 1. (a) SEM micrograph of highly c-axis textured AlN films; (b) (002) AlN XRD rocking 
curve with FWHM of 1.57°. 
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3. Material properties of sputtered polycrystalline AlN thin films 
Since material properties of sputtered polycrystalline AlN films can vary over a wide range 
depending on the deposition conditions, it�’s important to characterize elastic and 
piezoelectric properties of the AlN films for future design and simulation. Phase velocity in 
the longitudinal direction (therefore, c33) and e33, were extracted from measured resonance 
frequencies and  of the resonators with different thickness. To obtain transverse 
properties, various cantilever-beam test patterns were fabricated in the same chip of the 
accelerometers. Impedance resonance measurements were performed to obtain resonance 
frequencies of the beams and these were fit to FEA values to extract the stiffness matrix of 
the AlN films (see Fig. 2(a)). The transverse piezoelectric constant, e31, was determined by 
measuring mechanical response (velocity) to an electrical drive signal using a laser 
vibrometer. Good matching between experimental and FAE results for all testing patterns 
were shown in Fig. 2(a)-(b). The extracted material parameters are given in Table. 1. 
 
 

 
 

                (a) Measured resonance frequencies           (b) Transverse piezoelectric constant 

Fig. 2. (a) Measured resonance frequencies of all cantilever beams fit well with FEA-
simulated values. (b) Transverse piezoelectric constant (e31) was extracted by fitting 
measured and FEA-simulated values. 

 

 
 

Table 1. Summary of the extracted properties of piezoelectric film stack. 
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4. Piezoelectic resonators 
The basic FBAR resonator structure is a piezoelectric film sandwiched between two 
electrode films, as shown in Fig. 1(a). The fabrication process flow of such an AlN 
piezoelectric resonator is shown in Fig. 3. The substrates were 6-in diameter (100) silicon 
wafers. The process started with a silicon trench etch, followed by trench fill using silicon 
dioxide as a sacrificial layer. The surface was then planarized by a chemical-mechanical 
polishing (CMP) step. It is important to have a very smooth surface for the following 
piezoelectric film stack deposition. A bottom Mo layer (0.32 m) was sputtered and 
patterned to define the electrode area. An AlN layer (1.1 m) was deposited by reactive 
sputtering. A second Mo layer was deposited and patterned to define top electrode area. 
The AlN layer was dry etched to open contact windows on bottom Mo electrodes and form 
release holes. Finally, the sacrificial layer was etched with BOE to release the membrane. Fig. 
4(a) shows optical and (b) cross-section SEM micrographs of a resonator after completion of 
the fabrication. 

4.1 Experimental results 
The resonators were tested using an Agilent network analyzer. One-port S-parameters were 
measured to obtain the input impedance of the resonators, shown in Fig. 4(c). Then 
Butterworth-Van Dyke equivalent circuit was used to extract resonator�’s quality factor, 
series/parallel resonant frequency and effective coupling coefficient. For the 2GHz 
resonator, a Q as high as 1000 and  of 6.5% were achieved. 
In addition to the Mo electrodes, resonators with CMOS-compatible Al electrodes were 
investigated. However, a lower Q (3 times worse) was found due to a higher acoustic 
propagation loss of Al (see Fig. 4(d)). This result was confirmed in (Ueda et al., 2005). 
 

 

 
 

Fig. 3. Fabrication process flow of AlN piezoelectric resonators 
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                                  (a) Top-view                                                    (b) SEM cross-section 

 
                 (c) Measured input impedance                            (d) Impact of Mo/Al electrodes 

Fig. 4. Surface-micromachined AlN piezoelectric resonator, (a) top-view optical graph, (b) 
cross-section SEM graph. (c) Measured input impedance of the 2GHz resonator achieving a 
Q of 1000 and  of 6.5%; (d) Resonators with Mo electrodes have higher Q than the ones 
with Al electrodes. 
 

 
Fig. 5. Measured frequency response of the FBAR filter. 
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The measured frequency response of the FBAR filter is shown in Fig. 5. The insertion loss is 
1.7dB and the lower and upper stopband rejection is 27dB and 23dB respectively. 

5. Method of fabricating multi-frequency film FBAR in a single chip 
The resonance frequency of a FBAR is determined by the thickness of the film stack, which 
is equal to the corresponding half-wavelength of the first fundamental mode (Lakin et al., 
1995). However, it is impractical from a manufacturing perspective to have multiple 
thicknesses of film stacks in order to obtain multiple-frequency resonators/filters. In (Piazza 
et al., 2005) the authors explore AlN piezoelectric resonators operating in contour modes 
with resonance frequencies determined by in-plane dimensions. A much lower 
electromechanical coupling coefficient, which is a key parameter for the use of FBARs as a 
front-end RF filter, was obtained. In the following we describe an approach for integrating 
multiple-frequency FBARs in a single chip (Huang et al., 2005; Wang et al., 2006). The 
presented experimental results verify the novel concept and show the performance of the 
modified FBARs. 
Two main configurations, air-gap FBAR and solidly mounted resonator (SMR), have been 
used to create low acoustic impedance terminations; therefore, the acoustic energy is 
confined within the piezoelectric film stack, which is critical for achieving a high mechanical 
quality factor Q. The air-gap FBAR has the piezoelectric film stack suspended with air on 
both sides. On the other hand, the SMR has an air interface on the free surface side and a 
quarter-wavelength acoustic mirror on the substrate side. In this work, only air-gap FBARs 
were used to demonstrate the concept, which should also be applicable to SMR FBARs 
(Wang et al., 2006). 
The key concept of the frequency tuning is based on the mass loading effect. An additional 
tuning layer was added on top of the conventional FBAR membrane, Mo/AlN/Mo film 
stack. Then the tuning layer was patterned with a pitch of S and width of L. A schematic of 
the modified FBAR is shown in Fig. 6(a). Therefore, different mass loading (different L/S 
ratios) effects can be obtained by controlling the width and the pitch of the tuning patterns. 
The trimming Mo layer was patterned using different photomasks to define loading 
patterns. Figure 6(b) shows a SEM micrograph of a modified FBAR after completion of the 
fabrication. 
 

 
              (a) FBAR using Mo tuning layer                                  (b) SEM micrograph 

Fig. 6. (a) Schematic of a modified FBAR - a tuning layer (Mo) is added and patterned on top 
of a conventional FBAR. (b) SEM micrograph of a released FBAR membrane, showing a Mo 
tuning layer that was deposited and patterned on top of the membrane. 
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5.1 Experimental results 
Both, the series resonance frequency ( fS) and parallel resonant frequency ( fp) were analyzed 
from the one-port S-parameter measurements. The  was calculated using 

 
(6) 

The comparison of different loading FBARs was made on the same die to minimize the 
frequency variation caused by the thickness variation of the deposited films (typically < 
0.2% within die variation). When the pitch of tuning patterns (40 m) was much larger than 
the membrane thickness (1.8 m), two distinct resonant peaks were measured (Wang et al., 
2006). The lower-frequency peak corresponded to the thickness mode with the tuning 
pattern and the higher-frequency one corresponded to the thickness mode without the 
tuning layer. The two resonant peaks agreed with the prediction from the finite element 
analysis, where stress-contours reveal two distinct resonant modes at the corresponding 
frequencies. 
To achieve a desirable frequency response, the tuning patterns with 1.5 m pitch and five 
different loading percentages, 0, 20, 42, 64, and 100%, were designed and fabricated. The 
tested results, shown in Fig. 7, demonstrate that the resonant frequencies were modulated in 
relation to the corresponding loading percentages. More importantly, the modulated 
resonance peaks maintain the same shape as the non-modulated one; that is, a pure 
frequency shift was achieved. Three different thicknesses of tuning layers (75, 100, and 
150nm Mo) were fabricated to study total tuning ranges and sensitivities (Wang et al., 2006). 
The results demonstrate that the thicker tuning layer provides, as expected, a larger loading 
effect and a wider total tuning range. For all modified FBARs, the effective coupling 
coefficient, , was maintained within 90% of the non-modified one. 
 

 
Fig. 7. Resonance frequencies were modulated according to the loading percentages. The 
resonant peaks of modified FBARs maintain a desirable response, a pure frequency shift, 
when the pitch (S = 1.5 m) is smaller than the membrane thickness (1.8 m). 
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Fig. 8. Process flow of bulk micromachined piezoelectric AlN accelerometer using SOI wafer. 

6. Bulk-micromaschined accelerometers 
MEMS accelerometers using piezoelectric AlN thin film as read-out have been attracting a 
great deal of attention due to their simple structure, high SNR, small dielectric loss angle 
(tan ), temperature/humidity stability and compatibility with CMOS processing (Lakin et 
al., 2000; Trolier-McKinstry & Muralt, 2004; Wang et al., 2006; Gerfers et al., 2007). The 
fabrication process of AlN piezoelectric accelerometers is based on bulk micromachining 
and silicon on insulator (SOI) techniques in order to have a large proof mass for low noise 
floor as well as precise device thickness control for minimal performance variation. The 
fabrication process flow is outlined in Fig. 8. First, piezoelectric films stack (0.25 m Mo / 
1.5 m AlN / 0.25 m Mo) was deposited on 6�” silicon-on-insulator (SOI) wafers which have 
active Si thickness of 7.75 m and 12.09 m, 2 m buried SiO2, and 600 m bulk Si (shown in 
Fig. 8-(1)). Then the top Mo layer was patterned to define the electrode area and followed by 
AlN patterning to open contact windows on bottom Mo electrodes (see Fig. 8-(2)). The film 
stack of bottom Mo, oxide and active Si as well as buried oxide was etched to define flexible 
sensing structures of different accelerometer designs - cantilever beams, clamp-clamp 
beams, and annular membranes. The final front-side process was electroplating 3 m Au on 
the contact area (see Fig. 8 (3)). Finally, the wafers were completed with the backside process 
of DRIE 600 m bulk Si to release the accelerometers. Fig. 9(a) shows SEM graphs of two 
initial accelerometer designs, an annular membrane and a clamp-clamp beams after 
completion of the fabrication. 

6.1 PE accelerometer testing 
The differential accelerometer designs were epoxied and wire-bonded to a special printed 
circuit boards (PCB), such that the proof masses are free to move (Gerfers et al., 2006). This 
sensor PCB was directly mounted on the top of the reference sensor, in order to minimize 
out-of-axis acceleration effects. A Dytran accelerometer with sensitivity of 0.1V/g and wide 
bandwidth of 5kHz (with a max. ±2% pass-band variation and a resonance frequency of  
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(a) SEM graphs of two fabricated accelerometers     (b) AlN PE accelerometer testchip 

Fig. 9. (a) SEM graphs of two fabricated accelerometer designs (left) backside of an annular 
diaphragm and (right) clamp-clamp beams. (b) Layout of the AlN PE accelerometer testchip. 
Besides the test structures that allow monitoring of the processing, a large and a small 
annular and a large and small quad-beam accelerometer structures are realized. 
 

 
Fig. 10. Dynamic shaker setup. 

f0=25kHz) was used as a reference. Both the reference accelerometer and the shaker are set 
up such that the DUT on top of the reference is horizontally on the same level as the 
electronics PCB, see Fig. 10. 
The overall optimization of the electronic sensor readout architecture and PCB design was 
focused on minimizing the electrical noise floor, which is imperative for testing these low 
noise accelerometers. Hence, the differential piezoelectric sensors are connected to the 
charge-to-voltage converters input (CVC) with two very short shielded low-capacitance 
coaxial cables in order to minimize noise coupling from the environment. Furthermore, the 
stiffness of the used coaxial cables and the way these cables are mounted between the sensor 
and the electronics is very important to obtain undistorted measurement results. Proper 
grounding of the electronics PCB and shaker setup is also mandatory in order to avoid 
ground loops and related 60Hz noise issues. 

6.2 Low-noise PE accelerometer readout 
PE MEMS accelerometers in the literature have noise floors as low as a few g/  e.g. 
(Wang et al., 2003; Levinzon, 2004; 2005). In almost all of these surface or bulk 
micromachined accelerometers, the total noise floor is dominated by electronic noise (of the 
1st stage). Thus, in the following all dominant noise and error sources are reviewed and the 
impact on the overall acceleration noise density is calculated, in order to specify some 
hands-on design guidelines for the integrated CMOS readout solution to achieve actually 
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sub- g/  levels (Gerfers, Ginsburg, Samara-Rubio, He, Manoli & Wang, 2007). The PE 
accelerometer mechanical thermal noise and noise due to the losses in the PE material are 
given in (9) (Levinzon, 2004; Gerfers et al., 2007). A low-noise FET charge amplifier is used 
as a front-end stage to amplify the small transducer�’s output charge signals. Thus, in order 
to detect an estimated noise floor of a few hundred ng/  @ 10Hz all dominant noise 
sources have to be considered. In addition, the noise characteristics of the FET amplifier 
depends on the source impedance which is why the total noise floor of the PE accelerometer 
is determined by both noise characteristics of PE transducer and the FET amplifier 
(Levinzon, 2005). A simplified schematic of the front-end CVC shown in Fig. 11, which 
introduces three additional noise sources; a shot noise current density i n,ota (caused by the 
input bias current IGS of the amplifier), a thermal and a 1/f voltage noise source v n,ota. 
Referring these intrinsic amplifier noise sources to the sensor input, one obtains 

 
(7) 

 
(8) 

where IGS denotes the amplifier input gate-source leakage current, 1, 2 the noise excess 
factors, KF the 1/f transistor noise coefficient, IDS the drain-source bias current of the input 
devices, AF the 1/f noise slope coefficient, COX the gate oxide capacitance and Leff the 
effective drawn transistor length. Please note, that the sensor capacitance is significantly 
larger than the integrator capacitance in order to obtain the required CVC gain. The lower 
bound for Cint is given by the full scale sensor signal and the maximum signal swing of the 
fist CVC stage whereas the upper bound of Cint is given by the dynamic range requirements. 
The penalty of the 2nd stage amplifier on the overall noise floor is rather small, since it is 
divided by the first stage gain. The differential CVC was built from a pair of ultra low-
leakage current low-noise single-ended JFET amplifiers featuring a voltage noise floor 
( v n,ota) as low as 5nV/  and simultaneously an extremely low current noise of 1f 
A/ . For an expected sensor capacitance of CS = 500pF and a sensitivity of = 
5.2pC/g, the equivalent acceleration noise floor ( a n,ota) is 670ng/ . The expected sensor 
Brownian noise floor is around 10ng/ , which is still much lower than the detectable 
noise floor, limited by interface readout electronics. 
 

 
Fig. 11. PE MEMS sensor readout architecture. All dominant noise and error sources of the 
charge amplifier configuration are illustrated. 



Sputtered AlN Thin Films for Piezoelectric MEMS Devices - FBAR Resonators and Accelerometers  

 

345 

6.3 Measurements and characterizations 
The formerly presented accelerometer structures have been analyzed in detail theoretically 
and numerically. Static and modal simulations with Finite Element Analysis (FEA) 
simulator are done to analyze the mechanical response given in at different applied 
accelerations. The symmetric quad-beam structure and the annular beam structure were 
fabricated using CMOS compatible piezoelectric AlN thin films and silicon-on-insulator 
(SOI) wafers using different proof mass weights and SOI thickness ranging from 7.75  
12 m (Gerfers et al., 2006). The complete layout of the different accelerometers and process 
monitor structures is shown in Fig. 9(b). 
The measured dynamic charge responses for two annular accelerometers with 8.6 and 12 m 
silicon beam thickness are shown in Fig. 12(a). The quality factor of these devices equals Q = 
290. Figure 12(b) presents the total noise floor of the accelerometer plus interface electronics. 
The tested accelerometer sensitivities range from 0.06 to 1.73pC/g with acceleration noise 
floors from 0.8 to 17 g/ . The complete test results of two high performance 
accelerometers; the large annular design (LC) and the large quad-beam structure (LS) both 
with 7.75 m thick SOI beams is given in Tab. 2. Obviously, the simulated FEA values match 
well with the measured values validating our design methodology for future projects. 
Although, in order to meet the stringent specifications of condition-based maintenance and 
vibration monitoring the accelerometer performance has to be further improved especially in 
terms of signal-to-noise ratio. 
 

 
                      (a) Dynamic responses                                             (b) Total noise floor 
Fig. 12. (a) Measured dynamic charge responses for two annular accelerometers with 8.6 and 
12 m silicon beam thickness. The quality factor of this device equals Q = 290. (b) Measured 
total noise floor spectrum of the accelerometer plus interface electronics. 
 

 
Table 2. Measured and FEA-simulated sensitivities of the two high performance 
accelerometers, the large annular design (LC) and the large quad-beam structure (LS) both 
with 7.75 m thick SOI beams. 
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7. Optimized AlN piezoelectric accelerometer 
In the following, a new accelerometer design accomplishing an optimized performance in 
terms of charge sensitivity per unit area is introduced. Besides the dynamic range 
improvement we further introduce a sensing structure, which shifts higher order resonance 
modes to higher frequencies without affecting the charge sensitivity and fundamental 
resonance. 

7.1 Review of the piezoelectric accelerometer noise performance 
The total noise of a piezoelectric sensor in terms of equivalent acceleration noise is described 
in (9)-(10), which consists of two noise sources: mechanical-thermal or Brownian noise 

 and electrical-thermal noise  

 
(9) 

 
(10)

where kB, T, 0, m, Q are Boltzmann�’s constant, absolute temperature, resonant frequency, 
effective sensor mass, quality factor; and CS, , ,  are the sensor capacitance, 
dissipation factor of the piezoelectric material, operating frequency, and longitudinal 
sensitivity, respectively. Thus, the noise spectrum is dominated by Brownian noise at high 
frequencies and by electrical-thermal noise at low frequencies since  has a 1/f relation. 
As mentioned before, vibration condition monitoring requires a very low noise floor at low 
frequency because very little vibration amplitude in terms of acceleration is produced at low 
frequency. Therefore, reducing the electrical-thermal noise  is our objective. According 
to (10) to minimize , one strategy would be to increase the charge sensitivity  and 
maintain or even reduce at the same time CS and . The charge sensitivity of the 
piezoelectric accelerometer based on the bending mode is described by 

 
(11)

But from this relation it is obvious that for a given piezoelectric material (i.e. d31 is 
determined) and given electrode area, the charge sensitivity, the accelerometer capacitance 
as well as the dielectric loss are constrained. As a result, increasing the charge sensitivity 
with an improved sensing structure is the main design objective outlined in the following. 

7.2 SNR optimized piezoelectric accelerometer structure 
Maximizing the accelerometer charge sensitivity and therewith the overall sensor signal-to-
noise ratio has been accomplished by revising the original beam structure (illustrated in Fig. 
15) used in the initial studies (Wang et al., 2003; Gerfers et al., 2006). By remodeling the 
rectangular beam shape into a trapezoidal beam shape structure, an applied external force 
causes stress that is concentrated on a smaller active PE area. This way, a higher stress 
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magnitude is obtained on a smaller electrode area accomplishing both design tasks in terms 
of increasing the charge sensitivity  and reducing the total PE electrode area. 
Furthermore, as a result of the reduced active PE area, both the sensor capacitance CS as well 
as the accelerometer dissipation factor  are reduced as well. Figure 13 illustrates four 
different sensor designs exploring the concept of stress concentration. All sensing structures 
are designed to have the same resonance frequency and weight of the proof mass for fair 
comparison. Their sensitivities have been analyzed by FEA simulation, which are plotted as 
functions of the electrode area in Fig. 14. 
Compared to the original designs I and II introduced in Sec. 6, which are using the 
conventional trampoline and the annular diaphragm sensing structure, device III and IV 
clearly show an improved charge sensitivity because the tapered-beam design results in 
higher stress concentration on the electrode area. As a result, the new devices permit to use 
smallest die size due to its distinguished area utilization. Moreover, Fig. 14 features a 
relative linear relationship between the charge sensitivity  and the electrode area for 
designs I and II, whereas sensor structures III and IV reveal a point of maximum 
sensitivity per area due to the non-linear slope of . This optimal point can be found by 
calculating the derivative of (  )/( A) and is obtained for an electrode area of 3.5mm2. 
Besides redesigning the beam structure in order to improve the overall signal-to-noise ratio, 
additional effort was spent reducing the transversal sensitivities  and . FEA 
simulations prove that structure IV is less susceptible to transversal accelerations than 
device III. In addition, by introducing four balanced bars designed to connect the four 
sensing beams at node positions, as illustrated in Fig. 14(a), the whole structure is even more 
reliable and is stiffer in the X-Y directions (minimizing the transversal sensitivity) without 
impairing the resonance frequency and sensitivity. This can be visually confirmed by 
analyzing the stress contours of the structure with balanced bars given in Fig. 14(a). 
 

 
Fig. 13. Different sensing structures were investigated to have optimized performance. They 
are designed to have same resonance frequency and weight of the the proof mass for fair 
comparisons. Design I and II use conventional beam and membrane structures,  while 
device III and IV employ a tapered-beams design. 
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       (a) Stress contours of design IV beams       (b) Simulated charge sensitives per unit area 

Fig. 14. (a) Stress contours of design IV with balanced bars, which connect the sensing 
beams at the node positions (zero stress point) to provide better stability and less off-axis 
sensitivity. (b) FEA simulated charge sensitives per unit area. 
 

 
Fig. 15. SEM micrograph of design IV front-side before DRIE processing. 

7.3 Experimental results 
The dynamic frequency responses of the accelerometers were measured using mechanical 
shaker in an open-loop setup as shown in Fig. 10. The tested output spectra of PE 
accelerometer is shown in Fig. 16(a). The mean of the tested charge sensitivity for design IV 
is 5.2pC/g with a Q of 160 (Gerfers, Bar, Northemann, Manoli, Kohlstadt & Wang, 2007). The 
measured sensor linearity from 1mg to 10g of design IV is shown in Fig. 16(b) with 
maximum deviation of less than 0.3% over the entire g-range. The lower measurement limit 
was given by the power amplifier of the shaker, while the upper level is restricted by the 
chosen CVC gain and output voltage swing. Measurements with a reduced CVC gain show 
reliable operation beyond 20g acceleration amplitudes. The measured noise spectrum, 
shown in Fig. 16(c), demonstrats a total wideband noise floor of 670ng/ . The low 
frequency noise (1/ f noise) equals 4.2g/  @ 10Hz such that the noise corner frequency is 
below 100Hz (Gerfers, Ginsburg, Samara-Rubio, He, Manoli & Wang, 2007). Please note, that 
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the low frequency noise slope is less than f 1. The spread of the measured accelerometer 
capacitance CS is within 2.5% (3 ) and the dissipation factor = 1/(2 fCSRp) is 0.11% @ 
230Hz. The performance of the proposed accelerometer design IV is summarized in Table 3. 
 

 
(a) Dynamic frequency response of design IV 

 
(b) Linearity of design IV 

 
(c) Noise spectrum 

Fig. 16. (a) Measured frequency response of the design IV PE AlN accelerometer.  
(b) Measured linearity showing less than 0.3% deviation from 0.01  10g acceleration level. 
(c) measured total noise floor spectrum of sensor and interface electronics. 
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Table 3. Device parameter summary. 

8. Conclusion 
Polycrystalline AlN films were prepared by reactive sputtering; optimized piezoelectric and 
crystalline properties were obtained at right sputtering conditions. Two types of 
piezoelectric MEMS devices, surface-micromachined resonators and bulk-micromachined 
accelerometers, utilizing longitudinal (d33 mode) and transverse (d31 mode) piezoelectric 
effects were fabricated and characterized. 
We demonstrate a unique approach to integrating multiple-frequency FBARs in a single 
chip. By controlling in-plane dimensions of the periodic tuning patterns, resonance 
frequencies of modified FBARs are modulated corresponding to the mass loading 
percentages. As a result, multiple-frequency FBARs can be lithographically defined by a 
single deposition/patterning processing sequence. To obtain a desirable frequency response, 
a pure frequency shift, the pitch of the tuning patterns needs to be smaller than the 
membrane thickness. This approach provides a potential solution for integrating multiple-
frequency FBAR filters of adjacent bands or frequency trimming. The fabricated 
piezoelectric resonators achieve a Q of 1000 and an electromechanical coupling of 6.5% at 
2GHz. The effective coupling coefficient  for all frequency-tuned FBARs, was maintained 
within 90% of the non-modified one. 
Vibration condition monitoring requires a very low acceleration noise floor at low frequency 
in order to be able to detect small acceleration amplitudes. In this chapter we have presented 
a new sensing structure for piezoelectric accelerometers improving the overall signal-to-
noise ratio such that the fabricated accelerometers fulfill the vibration condition monitoring 
requirements. The devices take advantage of tapered beams resulting in stress concentration 
on the electrode area. As a result, the accelerometer charge sensitivity increases while at the 
same time both the sensor capacitance and the dissipation factor can be reduced therewith 
improving the electrical-thermal acceleration noise. Thus, the novel sensing structure 
features smallest die size due to its distinguished area utilization. The sensing structure has 
been designed to have low transverse sensitivity and to be reliable introducing four 
balanced bars designed to connect the four sensing beams at node positions therefore, the 
whole structure is stiffer in the X-Y direction but without impairing the resonance frequency 
and charge sensitivity. 
Experimental results confirm the significantly improved sensitivity of the accelerometers 
obtained with the proposed sensing structures. The tested charge sensitivity is 5.2pC/g and 
the measured total noise floor of sensor plus interface electronics is as low as 670ng/ . 
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1. Introduction     
For the external environment recognition of a robotic field, an ultrasonic sensor has 
advantages in cost performance compared with other sensors such as vision devices. In 
particular, in the spaces where vision devices cannot be used (e.g., in the dark, smoky 
situation such as in the disaster site), ultrasonic sensors are effective. For the purpose of 
using ultrasonic devices in microrobot applications (Aoyagi, 1996), and/or for the purpose 
of imitating the dexterous sensing functions of animals such as bats and dolphins 
(Mitsuhashi, 1997; Aoyagi, 2001), it is necessary to miniaturize the current ultrasonic 
sensors/transmitters (Haga et al., 2003).  
The effectiveness of miniaturization is discussed herein from the viewpoint of directivity. 
Let us assume a piston-type ultrasonic device, the radius of which is R. The angle 1/2 at 
which the sound pressure level becomes half of the maximal level achieved on the centerline 
of the piston (  =0) is expressed as follows (Mitsuida, 1987): 

 1
1/2 sin (0.353 / )R ,  (1) 

where  is the wavelength. The schematic explanation of this angle is shown in Fig. 1. This 
equation indicates that directivity becomes wider as the radius becomes smaller. Using 
many miniaturized transmitters/sensors in an array, the electrical scanning of directivity 
based on the delay-and-summation principle (Fig. 2) (Ono et al., 2005; Yamashita et al., 
2002a; Yamashita et al., 2002b) and acoustic imaging based on the synthesis aperture 
principle (Guldiken & Degertekin, 2005) are possible, which could be effectively used for 
robotic and medical applications. Miniaturizing one sensing/transmitting element is useful 
both for realizing an arrayed device in a limited space and for realizing a device with 
omnidirectional characteristics, since the directivity of each element becomes wider as its 
diaphragm area becomes smaller based on equation (1). 
There are two types of available ultrasonic sensor, one is piezoelectric, and another is 
capacitive. The working principle and the typical received waveform of piezoelectric type 
are schematically shown in Fig. 3. This type is further classified to thin film type and 
bimorph type. The former uses a micromachined thin film as a diaphragm, on which 
piezoelectric material such as lead zirconate titanate (PZT) is deposited using sol-gel method 
or sputtering. The latter uses a rather thick bulk plate as an elastic body of receiving and/or 
transmitting ultrasound. In case of the thin film type, piezoelectric constant d31 is rather 



 Solid State Circuits Technologies 

 

354 

small, so it can act only as a receiver and cannot transmit ultrasound. Although the bimorph 
type can transmit ultrasound, its size is comparatively large. 
The merit of these piezoelectric types is that they do not require bias voltage for their 
operation. The drawback of piezoelectric types is that the received waveform is burst one, 
i.e., the waveform continues during several tens cycles, since they are usually operated at 
their resonant frequencies with small damping. In the ranging system for airborne use (see 
Section 4.5), the precise arrival time of the ultrasound is difficult to detect for the burst 
waveform with dull rising, since the first peak is difficult to detect by setting a threshold 
level. 
 

=0 deg

1/2

P

1/2*P
R

 
Fig. 1. Definition of 1/2. 
 

 
Fig. 2. Electrical scanning of directivity. 

By contrast, although the capacitive type needs bias voltage for its operation, it can detect 
the arrival time of ultrasound accurately by setting an appropriate threshold level, since the 
received waveform is impulsive and well-damped, as schematically shown in Fig.4. A 
capacitive sensor can also act as a transmitter by applying an impulsive high voltage 
between two electrodes (Sasaki & Takano, 1988; Diamond et al., 2002), i.e., a diaphragm and 
a backing plate, both of which are conductive or coated by thin metal films. 
As an example of conventional commercially available capacitive microphones, B&K-type 
4138 (Brüel & Kjær, 1982) can receive sound pressure in the ultrasonic frequency range, and 
can be approximated to be nondirectional by virtue of the small area of its diaphragm. The 
structure of this microphone is shown in Fig. 5. The diameter, sensitivity, and frequency 
bandwidth of this microphone are 1/8 in. (3.175 mm), 0.9 mV/Pa, and 100 kHz, 
respectively. However, this microphone has the drawback of being expensive due to its 

Let sound velocity be v , then the sensitivity from  
direction be intensified by setting a delay time of 

( sin )t a / v  for each adjacent sensors and summing 
up their waveforms.
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complicated and precise structure, i.e., it is composed of a thin nickel diaphragm of 1.6 µm 
thickness, a support rim, and a nickel backing plate facing the diaphragm surface with a 
small gap of 20 µm. 
 

 
Fig. 3. Piezoelectric type ultrasonic sensor. 

 

 
Fig. 4. Capacitive type ultrasonic sensor. 

Received waveform

*Bias voltage is not required. 
*Burst waveform          difficult to detect the arrival 

Thin film type 
 *Piezoelectric material is deposited by sol-gel or sputtering᧪ 
 *Piezoelectric constant d31 is small,        cannot transmit ultrasound. 
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A capacitive sensor can also transmit ultrasound by applying impulsive high voltage as 
mentioned above: however, this B&K microphone is not applicable for the use of a 
transmitter because of the possibility of diaphragm fracture, taking into account its high 
cost. 
In contrast, several studies on a capacitive microphone with a silicon diaphragm (Scheeper 
et al., 1992; Bergqvist & Gobet, 1994; Ikeda et al., 1999; Chen et al., 2002; Martin et al., 2005; 
Khuri-Yakub et al., 2000; Zhuang et al., 2000) have been conducted using micromachining 
technology (Kovacs, 1998), and some of them have been commercialized (Knowles 
Acoustics, 2002). Using this technology, numerous arrayed miniaturized ultrasonic sensors 
with uniform performance can be fabricated on a silicon wafer with a fine resolution of 
several microns and a comparatively low cost, which may make it possible to fabricate an 
arrayed-type sensor (Yamashita et al., 2002a; Yamashita et al., 2002b; Guldiken & 
Degertekin, 2005; Khuri-Yakub et al., 2000; Zhuang et al., 2006) and to activate it as a 
transmitter or speaker (Diamond et al., 2002; Khuri-Yakub et al., 2000). 
 

 
Fig. 5. Stracture of Brüel & Kjær 4138 microphone. 

In micromachined capacitive microphones, the diaphragms are generally made of a silicon-
based material, such as polysilicon and silicon nitride. In a few studies a polymer material 
was used for the diaphragms, such as polyimide (Pederson et al., 1998; Schindel et al., 1995), 
poly(tetrafluoroethylene) (trade name: Teflon) (Hsieh et al., 1999), and poly(ethylene 
terephthalate) (PET; trade name: Mylar) (Schindel et al., 1995). Since polymer materials have 
high durability due to their flexibility and nonbrittleness compared with silicon-based 
materials, their use in transmitters or speakers is thought to be possible. That is, the 
possibility of survival of a polymer diaphragm would be higher compared with that of a 
silicon diaphragm even when the applied high impulsive voltage for transmission passes 
instantaneously over the collapse voltage (Yaralioglu et al., 2005), at which the diaphragm is 
strongly pulled by an electrostatic attractive force to adhere to the substrate, causing the 
collapse of the device structure. Since a large displacement of the diaphragm per sound 
pressure is obtained due to the flexibility of the polymer diaphragm, the high sensitivity of 
the microphone can be realized. This is because the mechanical impedance of the diaphragm 
theoretically becomes low as the Young�’s modulus of the diaphragm�’s material decreases, 
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provided that the radius, thickness, and input frequency are constant (Khuri-Yakub et al., 
2000). 
An ultrasonic transducer with a Mylar diaphragm has been commercialized (MicroAcoustic 
Instruments, trade name: BAT), and is often used in the ultrasonic research field (Hayashi et 
al., 2001); however, although the pits on the backing plate of this transducer are fabricated 
by micromachining technology, the polymer diaphragm film is assembled by pressing it to 
the backing plate with adequate pre-tension using a holder, the assembly of which appears 
as complicated as that of the above-mentioned B&K-type 4138 microphone. 
Polyparaxylene (trade name: Parylene) is one of the polymer materials expected to be 
applied in the polymer micro-electro-mechanical-systems (MEMS) field (Tai, 2003). The 
deposition of Parylene is based on chemical vapor deposition (CVD), which is suitable for 
MEMS diaphragm fabrication. The mechanical properties of silicon, silicon nitride, Parylene, 
and Mylar are compared, as shown in Table 1. In addition to its flexible and nonbrittle 
characteristics compared with common polymer materials, Parylene has several excellent 
characteristics as follows. 1) It is a biocompatible material, which allows medical 
applications of the device. 2) It is chemically stable, i.e., it has high resistivity to acid, base, 
and organic solvents, which protects the device from external chemical environments. 3) It 
has high complementary metal oxide semiconductor (CMOS) compatibility compared with 
other polymer materials, since it can be deposited at room temperature. This characteristic 
makes the integration of a device with electrical circuits possible; such a device is called a 
smart device. 4) Its CVD deposition is conformal, thus the deposition of a domeshaped 
diaphragm is possible, which is effective for realizing a real spherical sound 
source/receiver. Due to these characteristics, an ultrasonic device utilizing a Parylene 
diaphragm has great potential in future applications. The principal aim of this study is to 
develop a capacitive microphone with a Parylene diaphragm (Aoyagi et al., 2007a). 
 

 
Table 1. Comparison of mechanical properties of silicon and polymer materials. 

The reported capacitive microphones focus on audio applications, in which bandwidth is 
below 15-20 kHz, where the important issues include sensitivity, linearity, and noise floor. 
In contrast, the present Parylene transducer focuses on ultrasonic applications in air, in 
which bandwidth is as high as 100 kHz, where the important issue is the accuracy of the 
distance measurement between the transmitter and the receiver. The directivity of the 
sensor is also the important issue in these applications. The second aim of this research is to 
characterize the fabricated Parylene ultrasonic receiver from the viewpoints of the accuracy 
of distance measurement and the directivity (Aoyagi et al., 2007a). 

Young's modulus Shear modulus Density
(GPa) (GPa) (kg/m3)

Silicon*1 131 80 2,330 0.27
Silicon nitride*2 290 ― 3,290 0.27

Parylene 3.2 ― 1,287 0.4
PET (Mylar) 2.8 ― 1,370 0.4

Poisson ratio

*1  Crystal silicon in (100) plane.
*2  LP CVD Si3N4 (Tabata et al., 1989). 

  Not cleared. 
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As the third aim of this research, an arrayed sensor device comprising 5×5 developed 
sensors is fabricated, and its receiving performance is characterized to prove the possibility 
of the electrical scanning of directivity based on delay-and-summation principle (Aoyagi et 
al., 2008a). As the fourth aim of this research, we confirm that each developed sensor can act 
as a transmitter by applying a high impulsive voltage, which means that the scanning of 
transmitting directivity is also possible. In this research, the scanning performance as the 
arrayed transmitter is also characterized (Aoyagi et al., 2008b).  

2. Structure design of a sensor with Parylene diaphragm 
2.1 Resonant frequency considering intrinsic stress 
The resonant frequency of a Parylene diaphragm is investigated to define the size of the 
sensor and the bandwidth herein. The shape of the diaphragm is assumed to be a circle. 
Since Parylene has intrinsic tensile stress influenced by the temperature history of the 
fabrication (Harder et al., 2002), the relationship between the tensile stress and the resonant 
frequency is investigated herein. 
Assume that the diaphragm has membrane characteristics, in which internal tensile stress 
plays an important role. Then, the following theoretical expression exists according to the 
theory of elastic vibration (Sato et al., 1993): 

                                                              1
n ns R

,  (2) 

where n  is the resonant frequency (rad/s), ns  is the eigenvalue (2.405),  is the intrinsic 
tensile stress in the diaphragm (N/m2),  is the density of the diaphragm material (kg/m3), 
and R  is the radius of the diaphragm (m).  
In FEM (Finite Element Method) simulation,  is applied in the cross section area of the 
boundary, i.e., the rim, which stretches the diaphragm. The modal FEM simulation is carried 
out for this stretched diaphragm. ANSYS is employed as the FEM software. In case the 
diaphragm radius R  is 500 m, theoretical and FEM simulated values of resonant 
frequency are obtained by changing the value of tensile stress in the range of 0-30 MPa. The 
result is shown in Fig. 6. This result shows that the influence of tensile stress on the resonant 
frequency is large. In the following part of this paper, it is assumed that the tensile stress  
is 25 MPa, based on the experimental data using rotation tip measurement (see Section 3.2). 
Under this condition, the relationship between the radius and the resonant frequency is 
shown in Fig. 7. Considering that the aimed bandwidth is in the ultrasonic range of 40-100 
kHz, a radius R  in the range of 500-1,200 m is employed in this research according to this 
figure. 

2.2 Influence of acoustic holes on damping ratio 
In microphones, acoustic holes are generally set in the backing plate to control air damping. 
In the case of a simple square diaphragm, the viscous damping coefficient is calculated 
analytically (Scheeper et al., 1992; Bergqvist & Gobet, 1994; �Škvor, 1967) in relation to the 
number of acoustic holes and to the surface fraction occupied by the acoustic holes. 
However, there has been no research on air damping for an arbitrary diaphragm shape. 
Thus, the damping ratio of a circular diaphragm is simulated using the FEM software.  
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Fig. 6. Relationship between tensile stress and resonant frequency. 

 
Fig. 7. Relationship between diaphragm radius and resonant frequency. 

The flow distribution inside the air gap between the diaphragm and the backing plate, and 
the flow distribution inside the acoustic holes are simulated by FEM. Taking symmetry into 
account, a quarter model is employed. An example of the simulation model and its result 
are shown in Fig. 8. The transition of the displacement distribution, which is based on the 
first-order resonant vibration mode of a circular diaphragm, was given to the diaphragm. 
Then, the distribution of vertical flow velocity under the diaphragm was simulated. Total 
force F  was obtained by summing up the pressures of all the elements just below the 
diaphragm. Flow velocity u  was obtained by averaging the velocities of all the elements 
inside the air gap. Then, the damping ratio  was obtained as follows:  

 /
2 2n n

F u
m m

 , (3) 

where m is the mass of the diaphragm, n  is the resonant frequency of the diaphragm,  is 
the viscous damping coefficient.  
The effects of the radius of the acoustic hole r and the number of holes n on the damping 
ratio  were investigated. The simulation result is shown in Fig. 9. Three cases in which the 
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radii of the diaphragm (R) were 500, 700, or 1,200 m are focused on. Considering the 
practical fabrication condition, the air gap and thickness of the backing plate are assumed to 
be 1.5 and 150 m, respectively. 
 

 
Fig. 8. FEM simulation for influence of acoustic holes on damping ratio. 
 

 
 

Fig. 9. Damping ratio by FEM simulation. 

Also, considering the practical fabrication condition, several combinations of r and  (the 
interval of adjacent acoustic holes) are tested to realize the optimal damping ratio of 

1 2/ =0.707 through trial and error. 
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 In this figure, the damping ratio  is inversely proportional to r and n. Also,  decreases 
as R decreases, indicating that air damping is less effective for smaller diaphragms. For 
example, in the case of R =1,200 m, the condition in which n =121 and r =80 m with = 
180 m is suitable for realizing the optimal damping ratio. Photomasks for a 
micromachining fabrication of the sensor structure including acoustic holes are designed on 
the basis of the simulation results explained herein. 

3. Fabrication process of a sensor 
3.1 Fabrication process 
The ultrasonic sensor was fabricated by depositing Parylene (2 m in thickness) on a Si 
wafer (150 m in thickness) with a thermally grown oxide (1 m in thickness). Parylene 
deposition was based on chemical vapor deposition (CVD), and a coating apparatus (PDS-
2010, Specialty Coating Systems) was used. The schematic overview of the developed sensor 
is shown in Fig. 10. The process flow is shown in Fig. 11 and proceeded as follows:  
 

 
Fig. 10. Schematic overview of parylene ultrasonic sensor. 

Aluminum (0.2 m in thickness) was sputtered onto the oxidized silicon wafer, and 
patterned for the lower electrode and the bonding pad (see Fig. 11(1)).  
As a sacrificial layer, amorphous silicon (1.5 m in thickness) was deposited by plasma-
enhanced CVD, followed by etching using SF6 plasma to make slots, the function of which is 
explained later (see Fig. 11(2)).  
The Parylene (2 m in thickness) layer was deposited and patterned using O2 plasma to 
reveal a bonding pad area (see Fig. 11(3)). In this patterning, a photoresist of 5 m (AZP-
4903) was used as the etching mask. Since the etching ratios of Parylene and the photoresist 
are almost the same, the mask made of the photoresist is gradually consumed during O2 
plasma etching. Therefore, a rather thick photoresist was employed. 
The slots on the amorphous Si layer were filled with Parylene, providing anchor contact 
between Parylene and the substrate. Considering the mechanical strength at the edge of the 
diaphragm, it is desirable that the height of Parylene is the same at the anchor and the 
diaphragm. If the anchor contact area is large, the height of Parylene at the anchor will be 
smaller than that at the diaphragm by the thickness of the sacrificial layer, as schematically 
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shown in Fig. 12(a). To cope with this problem, slots were created and the anchor contact 
area was minimized. The height of the anchor was maintained at the same level as that of 
the diaphragm, since Parylene deposition is so conformal as to fill up these slots, as 
schematically shown in Fig. 12(b). The shapes and sizes of the slots for the anchor are shown 
in Fig. 12(c). 
Aluminum (0.5 m in thickness) was sputtered and patterned for the upper electrode using 
the liftoff process. This electrode must surpass the step height of Parylene and amorphous 
silicon layer (totally 3.5 m in thickness) to reach the bonding pad, so a comparatively thick 
aluminum layer is necessary (see Fig. 11(4)). 
The backside of the silicon wafer was dry etched by Inductively-Coupled Plasma Deep 
Reactive Ion Etching (ICP-DRIE) to produce acoustic holes (see Fig. 11(5)). These holes also 
play a role as the etching holes for the sacrificial amorphous silicon layer, inside which XeF2 
etching gas was later introduced.  
The oxide layer at the bottom of the acoustic holes was etched using CHF3 plasma (see Fig. 
11(6)). The sidewalls of the acoustic holes were covered by Parylene (1 m in thickness) to 
protect them from the XeF2 etching gas used later. The conformal deposition of Parylene 
assists this process (see Fig. 11(7)). The Parylene at the bottom of the holes was etched using 
O2 plasma. The vertical etching characteristic of the reactive ion etching (RIE) assists the 
selective etching of the bottom area. 
 

 
Fig. 11. Process flow of ultrasonic sensor. 
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Finally, the sacrificial amorphous silicon layer was dry etched away using XeF2 gas in order 
to release the diaphragm (see Fig. 11(8)). This dry etching process is effective for preventing 
stiction (Yao et al., 2001). 
 

 
Fig. 12. Reducton of stress concentration using slots. 

3.2 Fabrication results and intrinsic stress 
An overview and schematic cross section of the fabricated sensor are shown in Fig. 13. 
Scanning Electron Microscope (SEM) images of fabricated sensors are shown in this figure. In 
this example, the radius of the diaphragm is 1,200 m, and that of the acoustic hole is 50 m.  
Looking at the back-side and cross section views of SEM images, it is proven that the 
acoustic holes were successfully fabricated. In the front-side view of SEM image, the 
Parylene circular diaphragm over the acoustic holes is seen. The aluminum upper electrode 
crossing the anchor is seen. 
 

 
Fig. 13. Overview and schematic cross section of fabricated sensor. 
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A rotation tip was fabricated in the same substrate in order to estimate the actual tensile 
stress of Parylene, as shown in Fig. 14. The shrinkage of the beams supporting the tip is 

tanH , and the strain in the film is calculated as tan /( )A BH L W L , using symbols in 
Fig. 14. Multiplying the strain by Young�’s modulus of Parylene (3.2 GPa), the stress is 
obtained, which is proven to be approximately 25 MPa. 
 

 
Fig. 14. Optical image of rotation tip. 

4. Receiving performance of a sensor 
4.1 Detecting circuitry for capacitance change 
The circuitry used to detect the capacitance change due to the diaphragm displacement 
caused by ultrasonic sound pressure is documented herein. A bias voltage of 100 V was 
applied to the fabricated Parylene capacitive sensor. This value has an effect on the 
sensitivity, resonant frequency, and bandwidth (Schindel et al., 1995; Yaralioglu et al., 2005). 
In this study, this value is defined on the basis of values in references, in which 150 V 
(Sasaki et al., 1988), 100 V (Khuri-Yakub et al., 2000), 100-400 V (Schindel et al., 1995), and 
50-135 V (Yaralioglu et al., 2005) were employed. In this study, the values of 150 and 200 V 
were experimentally tested; however, it was observed that the diaphragm was broken when 
a high impulsive voltage of 700 Vpp was applied during the transmitter use (the detail of 
which is explained in Section 6), although this failure rate is small. Thus, considering the 
safety factor, the value of 100 V was employed, under which condition neither diaphragm 
failure nor the disconnection of wiring was encountered. 
Upon being supplied with a constant electrical charge due to the bias voltage, the 
diaphragm displacement was transformed to the voltage change at the sensor�’s electrode, 
and it was amplified by a factor of 30 (29.5 dB). The circuitry used for capacitance-to-voltage 
(CV) transformation and amplification is shown in Fig. 15, in which the high-frequency 
component of the voltage change is extracted by a bias-cut condenser, and it is input to an 
operational amplifier by a shunt resistor. Only the range within ±0.7 V is dealt with for 
amplification by virtue of a voltage limiter using two diodes, considering noise reduction. 

4.2 Experimental setup for characterizing receiving performance 
The experimental setup for characterizing the receiving performance of the developed 
sensor is schematically shown in Fig. 16. An electric spark discharge was used as an 
ultrasonic transmitter. 
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Fig. 15. CV transforming and amplifying circuit. 

 
Fig. 16. Experimental condition for characterizing receiving performance. 

Transmitted ultrasound is impulsive, the power spectrum of which is distributed over a 
broad frequency range (Aoyagi et al., 1992). The developed Parylene sensor was set on a 
rotational table. The distance between the transmitter and the sensor was set to 150 mm. As 
a reference, a microphone to estimate the sound pressure at the same position where the 
sensor was set, B&K type 4138 (already detailed in Section 1) was used. 

4.3 Received pulse waveform, sensitivity, and resonant frequency of one sensor  
An example of an ultrasonic pulse waveform received by the developed sensor, whose 
radius is 1,200 m, is shown in Fig. 17. In this figure, the waveform received by the B&K 
microphone is also shown for reference. In the output signal of the developed sensor, there 
was electrical noise caused by the spark discharge, which could be suppressed by shielding 
the circuit completely in the future. 
Considering that the sensitivity of the B&K microphone is 0.9 mV/Pa, and that the gain of 
amplification for the developed sensor is 30, the open-circuit sensitivity of the developed 
sensor was estimated to be 0.4 mV/Pa. The value of typical commercial microphone is in the 
range from 1 to 50 mV/Pa for the audio range (Brüel & Kjær, 1982; Knowles Acoustics, 
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Fig. 17. Received ultrasonic waveforms by developed sensor and reference microphone. 

2002). Considering that the diaphragm of the developed sensor is smaller than that of a 
commercial microphone, the realized sensitivity is reasonable. In the end, the high 
sensitivity, the order of which is comparable with the B&K microphone, was achieved. 
In this study, the resonant frequency is defined as the reciprocal of the period between the 
first negative peak and the second one of the received waveform in a time domain, as shown 
in Fig. 18(a). An example of the power spectrum of the received waveform is shown in Fig. 
18(b), which was obtained using a fast Fourier transform (FFT) analyzer. The resonant 
frequency measured based on the definition shown in Fig. 18(a) coincides well with the peak 
frequency in Fig. 18(b), which is 43 kHz in the case of the sensor used. This value agrees well 
with FEM simulated value, as shown in Fig. 7, in which experimental data of resonant 
frequency of the developed sensors having different diaphragm sizes are plotted.  
 

 
Fig. 18. Measurement of resonant frequency. 
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fidelity, three waveforms for each sensor are shown. The waveform received by the B&K 
microphone is also shown in Fig. 19(d) for reference. 
The three waveforms in Fig. 19(a) resemble each other, as do those in Figs. 19(b) and (c). 
Thus, the reproducibility of the waveforms is good. In case that r  is 80 m, the residual 
vibration of the waveform is seen, whereas there are no residual vibrations, i.e., the 
waveform is well damped, in case that r  is 65 and 50 m. According to the FEM simulation 
results already shown in Fig. 9, the  values are 0.7, 1.0, and 1.1 for r  values of 80, 65, and 
50 m, respectively. When  exceeds 1.0, there are no residual vibrations theoretically, 
which does not strongly contradict the experimental results, as shown in Figs. 19(b) and (c).  
The waveforms received by the developed sensors shown in Figs. 19(b) and (c) coincide well 
with that received by the B&K microphone shown in Fig. 19(d), which confirms the high 
fidelity of the developed sensor for sound pressure in the ultrasonic frequency range, 
provided that an appropriate damping is given to it. 
 

 
Fig. 19. Received ultrasonic pulse waveforms by changing the radius r  of acoustic hole. 

4.5 Distance measurement 
The distance is measured by multiplying the arrival time of the first zero-cross point of the 
ultrasonic pulse by the sound velocity of 343.6 m/s (at 20°C), as shown in Fig. 20. This point 
is stable and gives high resolution to the ranging system even when the amplitude varies 
according to the change in the distance. The sensor, whose diaphragm radius is 1,200 µm, 
was used. By changing the distance between the transmitter and the developed sensor, the 
arrival time was measured. The results for distance from 0 to 1,000 mm are shown in Fig. 21. 
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The measured arrival time shows good linearity with the distance of the source, and error is 
within 0.1 % of the full range, i.e., this ranging system can detect the distances up to 1 m 
with an error of less than 1 mm. This ranging system could be effective for mobile robot 
devices for purposes such as detecting obstacles and recognizing the environment. 
 

 
Fig. 20. Distance measurement by multiplying arrival time of zero-cross point by sound 
velocity. 

 
Fig. 21. Relationship between distance and measured arrival time. 

4.6 Receiving directivity of one sensor 
The directivity of the developed sensor was estimated using the experimental setup as 
already shown in Fig. 16. The peak voltage of received pulse waveform was estimated by 
changing the angle of the sensor using a rotational table. Results are shown in Fig. 22. From 
these results, the directivity becomes wide as the diaphragm radius decreases, which 
implies that miniaturizing the sensor size by micromachining is useful for achieving wide 
directivity. 
It was confirmed that all the sensors used in this experiment can receive ultrasound from a 
wide area, which ranges from =-80 to 80°, with an attenuation level of less than -6 dB 
compared with the case  =0°, i.e., 1/2 (see equation (1) in Section 1) is approximately 80°. 
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This wide directivity is effective for realizing the omnidirectional characteristics of the arrayed 
device comprising many sensors, the detail of which is explained in the following section. 

 
Fig. 22. Receiving directivity of developed sensor. 

5. Arrayed sensor device and electrical scanning of receiving directivity 
5.1 Detecting circuitry for capacitance change 
An arrayed device comprising 5×5 developed sensors was fabricated. A photograph and its 
actual size are shown in Fig. 23. The specification of one sensor in the array is as follows: the 
radius (R) of the diaphragm is 1,200 µm, its thickness is 2 µm, the distance between adjacent 
diaphragms (a) is 3,000 µm, the radius of the acoustic hole (r) is 60 µm, and the number of 
holes (n) is 121. 
 

 
Fig. 23. Fabricated device of ultrasonic sensor array. 
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The capacitance (C), the dissipation factor ( tan ), and the impedance (Z) of individual 
sensors were measured using an LCZ meter (NF type 2341), examples of which are shown in 
Table 2. In this table, the wiring length for sensor no. 3 is the minimum and that for sensor 
no. 13 is the maximum among all the sensors, causing the difference of C between them.  
 

Capacitance Loss factor Impedance at 100 kHz
C [pF] tan Z [kΩ]

3 36.0 0.02 41.9
7 43.6 0.019 29.5

13 69.5 0.024 19.5

Sensor no.

 
Table 2. Examples of electrical properties of one sensor. 

5.2 Dispersion of individual sensors�’ properties in arrayed device 
The distribution of sensitivity of individual sensors in the developed arrayed device was 
estimated, where the peak voltage of the received ultrasonic waveform is taken as the index 
of the sensitivity. The experimental results are shown in Fig. 24(a), the values of which do 
not strongly contradict the anticipated value of 67 mV (see Section 4.3 and Fig. 17). There is 
dispersion of experimental sensitivity; however, it is not significant. Thus, the first zero-
cross point of the received pulse waveform can be detected in all the sensors by setting an 
appropriate threshold level, i.e., the time-of-flight measurement of ultrasound for 
determining the distance can be generally performed for all the sensors. 
The distribution of the resonant frequency of individual sensors was also estimated. The 
experimental results are shown in Fig. 24(b), the values of which do not strongly contradict 
the target value of 43 kHz, which is confirmed by both FEM simulation (see Section 2.1 and 
Fig. 7) and experiments (see Section 4.3 and Fig. 18). However, the uniformity of resonant 
frequency is unsatisfactory.  

 
Fig. 24. Result of sensitivity and resonant frequency. 

(a) Distribution of sensitivity

Column number1
2

3
4 5

5
4 

3 
2 

1 

140 
120 
100 
80 
60 
40 
20 
0 

Pe
ak

 v
ol

ta
ge

 [m
V

] 

1
2 

3
4 

5

R
es

on
an

t f
re

qu
en

cy
 [k

H
z]

 

70 
60 
50 
40 
30 
20 
10 
0 

(b) Distribution of resonant frequencies 

Row 
number 

Column number 

Row number 

1 
2

3
4 

5 



Micromachined Arrayed Capacitive Ultrasonic Sensor/Transmitter with Parylene Diaphragms  

 

371 

One reason for the dispersion of resonant frequencies is due to the fabrication, i.e., the 
Young�’s modulus, thickness, and the intrinsic tensile stress of the Parylene diaphragm were 
not uniform all over the fabricated arrayed sensor area, since it is difficult to keep the 
process conditions strictly the same irrespective of the position inside the arrayed device. 
Because of this problem, the resonant frequency varied from one sensor to another, since the 
resonant frequency depends on these mechanical parameters (Khuri-Yakub et al., 2000; 
Aoyagi et al., 2007b). The process uniformity should be improved in future studies. 

5.3 Electrical scanning of receiving directivity 
The electric scanning of receiving directivity based on the delay-and-summation principle is 
possible by using many of sensors. Among totally twenty five sensors in the fabricated 
arrayed device, five sensors lying in one line were selected, and they were used for an 
experiment of performing the electrical scanning of receiving directivity, as shown in Fig. 
25. The fabricated arrayed device was rotated using a rotational table, the center of which 
was set apart from an ultrasonic transmitter of electric spark discharge by 150 mm. Let the 
rotational angle be . Then the difference of sonic path length for two adjacent sensors is 
expressed as sina , where a is interval between the sensors (a=3,000 µm in this case). 
The procedure of the experiment is schematically shown in Fig. 26, which is as follows: 
Received pulse waveforms for the five sensors are schematically shown in Fig. 26(a). Their 
arrival times have differences based on the differences in sonic path length. After recording 
the waveforms in a computer, the positive peak of each waveform is detected. Taking this 
peak as the center, a rectangular pulse wave with 5 µs width is generated, as shown in Fig. 
26(a). Then, each pulse is shifted by a delay time of {( 1) sin } /n a v , where  is the 
scanning angle of directivity, v  is the sound velocity (343.6 m/s is employed in this 
experiment), and n  is the number of the sensor which takes 1, 2, ,5 . The shifted pulses 
are summed, and the area inside the width of pulse no. 1 is extracted from the summed 
result, which is the hatched area shown in Fig. 26(b). The average height of this area is 
estimated as the index of sensitivity. 
 

 
 

Fig. 25. Experimental conditions for electrical scanning of receiving directivity using arrayed 
sensor device. 
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Fig. 26. Procedure of electrical scanning of receiving directivity using arrayed sensor. 
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The results of electrical scanning performance of receiving directivity are shown in Fig. 27. 
In this figure, each data is normalized to a relative value in dB units, so that the sensitivity 
when =  is 0 dB. The absolute value of the sound pressure level (SPL) for the case of 0 dB 
for each  angle is shown in Table 3. Looking at this table, the SPL does not decrease as  
increases, i.e., it takes almost the same value irrespective of . 
According to Fig. 27, the sensitivity is increased when , i.e., when the scanning angle 
( ) is coincident with the angle of direction of the transmitter ( ), except for only the two 
cases of =70 and 80 . Even in these two cases, the error is small, within 10 . Note that 
when  is in the range from 0 to 50 , a sharp peak of directivity at the target scanning angle 
is obtained, which may be effective for detecting an angle at which a target object exists in 
microrobot applications. To conclude, it was proven that the directivity can be scanned 
electrically based on the delay-and-summation principle using the fabricated Parylene 
arrayed device. It was also proven that a wide scanning angle of at least 50  can be achieved. 
This omnidirectional characteristic is due to the wide directivity of the individual sensor, 
which was already characterized in Section 4.6. 
 

 
 

Fig. 27. Results of electric scanning of receiving directivity using arrayed sensor. 
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° SPL [dB]
0 152

10 150
20 145
30 148
40 142
50 147
60 145
70 141
80 140  

Table 3. Sound pressure level (SPL) for 0 dB case in Fig. 27 for each . 

6. Transmitting performance of one sensor and electrical scanning of 
transmitting directivity  
6.1 Transmitting circuitry 
Because of the flexibility and durability of Parylene, one capacitive sensor with a Parylene 
diaphragm can also be used as a transmitter by applying a high impulsive voltage. A 
transmitting circuit was developed, as shown in Fig. 28(a), in which the same bias voltage of 
100 V as that used in the receiving circuitry is employed. When the transistor is triggered, a 
condenser CT of 0.1 µF is discharged and an electric current is instantaneously supplied to 
the primary side of the ignition coil. Then a high impulsive voltage is generated at the 
secondary side of this coil, as shown in Fig. 28(b), which exhibits a peak-to-peak voltage of 
approximately 700 Vpp (the positive voltage of 400 Vop and negative one of 300 Vop, both 
of which are values relative to the bias voltage of 100 V). The power spectrum of this voltage 
is shown in Fig. 28(c). In this figure, the peak frequency is 310 kHz, which is far larger than 
the resonant frequency of the developed device (43 kHz). This fact indicates that the 
response of the diaphragm�’s displacement at the transmission can be approximately 
regarded as an impulse response, on which the resonant frequency of the diaphragm has a 
large effect rather than the peak frequency of the input voltage. 

6.2 Experimental setup for characterizing transmitting performance 
The transmitting performance of the developed Parylene device was characterized. The 
experimental setup is schematically shown in Fig. 29. The device was set on a rotational 
table. Each sensor in the arrayed device was activated as a transmitter. In addition to the 
arrayed device, a device including several sensor/transmitters with different radii of the 
diaphragm and different radii of the acoustic hole was prepared. This device was used to 
investigate the effect of the area of the diaphragm on the transmitted sound pressure and 
the effect of the acoustic holes on damping of the transmitted waveform. 
The B&K-type 4138 reference microphone (with sensitivity 0.9 mV/Pa) was used as a 
receiver. The distance between the center of the arrayed transmitter device and the receiver 
was set to several values ranging from 10 to 1,000 mm to characterize the performance of 
one transmitter, and 40 mm to perform the electrical scanning of the arrayed transmitter. In 
the case that the transmitted acoustic pressure is small, the received signal obtained by the 
reference microphone was amplified by a factor of 3,000 (69.5 dB) using an instrumentation 
amplifier (ACO type 6030). 
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Fig. 28. Transmitting circuitry of generating a high impulsive voltage. 
 

 
 

Fig. 29. Experimental conditions for characterizing transmitting performance. 
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6.3 Transmitted pulse waveform and detectable distance 
The ultrasonic waveform, which is emitted by the developed transmitter and received by 
the B&K-type 4138 reference microphone, is shown in Fig. 30(a). The acoustic pressure 
obtained at a distance of 10 mm was 13 Pa, which is rather small. Therefore, the signal was 
amplified using an instrumentation amplifier. The amplified received waveform obtained at 
a distance of 150 mm is shown in Fig. 30(b). By this amplification, the maximum distance at 
which the transmitted waveform is detectable was extended. The experimental results of the 
relationship between the distance and the peak voltage of the transmitted waveform are 
shown in Table 4, which indicates that the transmitted waveform can be detected as far as 
1,000 mm away by setting an appropriate threshold level. It was confirmed that the 
developed transmitter is useful for the application of ranging the distance based on the 
time-of-flight measurement in the air. 
 

 
Fig. 30. Emitted waveforms by developed transmitter (R = 1,200 m). 
 

 
Table 4. Relationship between distance and peak voltage of transmitted waveform. 

6.4 Effect of diaphragm area on transmitted sound pressure 
The pulse waveforms emitted by the developed transmitters, of which the diaphragm radii 
are 500, 700, 900, and 1,200 m, were obtained, and their peak voltages were transformed to 
the sound pressure. The relationship between the diaphragm area and the transmitted 
sound pressure at 150 mm distance is shown in Fig. 31. It was proven that the sound 
pressure increases proportionally with the diaphragm area. 

6.5 Effect of acoustic holes on damping of transmitted waveform 
We have theoretically investigated the effects of the radius of the acoustic hole r  and the 
number of holes n  on the diaphragm�’s damping ratio  in Section 2.2. It was proven that 

 is inversely proportional to r  and n , which was also experimentally confirmed by the 
ultrasonic waveform received by the developed sensor as explained in Section 4.4. In this 
section, we aim to confirm this effect of acoustic holes by the ultrasonic waveform emitted 
by the developed transmitter.  
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Fig. 31. Relationship between area of diaphragm and transmitted sound pressure. 
 

 
Fig. 32. Transmitted waveforms at distance of 10 mm  by changing the radius r of acoustic 
hole.  
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According to this figure, a well-damped transmitted waveform is obtained when r is 55 or 
50 m, whereas a residual vibration is seen when r is 80 or 75 m. Namely, it was confirmed 
that  is inversely proportional to r. The effect of acoustic holes on the diaphragm damping 
confirmed here using the transmitted waveform does not contradict that confirmed using 
the received waveform. 

6.6 Directivity of one transmitter 
The directivity of the developed transmitter was estimated using the experimental setup 
shown in Fig. 29. The distance between the transmitter and the sensor was set to 150 mm, 
and the peak voltage of the received pulse waveform was estimated by changing the angle 
of the transmitter using a rotational table. Results are shown in Fig. 33. From these results, 
the directivity becomes wide as the diaphragm radius decreases. It was confirmed that both 
of the transmitters used in this experiment can emit ultrasound over a wide direction, which 
ranges from =-80 to 80°, with an attenuation level of less than -4 dB compared with the case 
where  =0°. Namely, the developed transmitter can be approximated to be nondirectional.  
 

 
Fig. 33. Transmitting directivity of developed transmitter. 

6.7 Electrical scanning of transmitting directivity 
Five collinear transmitters were selected, and they were used for an experiment of 
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the  direction, where  is the scanning angle of directivity, and v  is the sound velocity 
(343.6 m/s is employed in this experiment).  
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Fig. 34. Experimental conditions for electrical scanning of transmitting directivity using 
arrayed device. 
The results of electrical scanning performance of transmitting directivity are shown in Fig. 
35. In this figure, each data is normalized, so that the detected peak voltage when 

( sin )f v / a , i.e., = , is 0 dB. According to this figure, the transmitted waveform was 
intensified at ( sin )f v / a , i.e., it was intensified when the scanning angle ( ) was 
coincident with the angle of the direction ( ) of the receiver. However, the directivity when 
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Fig. 35. Results of electric scanning of transmitting directivity using arrayed device. 
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holes. 3) The ranging system using this sensor can detect distances up to 1 m with an error 
of less than 1 mm. 4) The developed sensor can receive ultrasound from a wide area, which 
ranges from =-80 to 80°. 5) An arrayed ultrasonic device was developed by the 
micromachining technique. The dispersion of individual sensors�’ properties, i.e., the 
sensitivity and the resonant frequency, was proven to be tolerable. 6) The electrical scanning 
of receiving directivity was performed on the basis of the delay-and-summation principle. A 
wide scanning angle of at least 50° was achieved. 7) Each developed sensor was activated as 
a transmitter by applying a high impulsive voltage. The transmitted waveform was 
detectable as far as 1,000 mm away. The ultrasound was transmitted over a wide direction 
ranging from =-80 to 80°. 8) The possibility of electrical scanning of transmitting 
directivity was preliminarily confirmed using the developed arrayed device. 
By scanning both the transmitting directivity and the receiving directivity of the developed 
arrayed device, detecting the direction in which objects or obstacles exist is a future study. 
In this study, by detecting the time-of-flight of an ultrasonic pulse reflected by objects or 
obstacles, the distance from them is also detectable. By using the information on both the 
direction and the distance, the positions of objects or obstacles may be obtained in the 
future. Further quantitative investigation of the merits of the developed Parylene ultrasonic 
arrayed sensors/transmitters compared with other reported silicon or polymer devices is 
also a planned future study.  
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Application of Microsystems Technology in the 
Fabrication of Thermoelectric Micro-Converters 
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University of Minho, Guimarães,  

Portugal 

1. Introduction 
The use of thin-film deposition techniques with microsystems technologies renewed the 
interest in the thermoelectricity in the last years. Integration of efficient solid-state 
thermoelectric (TE) microdevices with microelectronics is desirable for local cooling and, 
since they can be used to stabilise the temperature of devices, decrease noise levels and 
increase operation speed. Their use in thermoelectric microgeneration (energy harvesting) 
can also supply energy to low power consumption electronic devices. In this chapter, the 
fabrication of thermoelectric microconverters is compared, both on materials from thin-film 
composites to supperlattice structures, and on its fabrication techniques. 
Various materials can be used for this type of converters. However, for room temperature 
application, Bi/Sb/Te compounds are still the most efficient thermoelectric materials. 
Recently, efforts were made to apply quantum confinement to thermoelectric materials, and 
the results are thin-film superlattice structures and nanowires and even more recently, bulk 
nanocomposites. Some of these materials proved the ability to double efficiency of current 
thermoelectric devices. Several deposition techniques can be used for the fabrication of 
Bi/Sb/Te thin-films: co-sputtering, electrochemical deposition, metal-organic chemical 
vapor deposition or flash evaporation are some examples compared here.  
The patterning process must use photolithography techniques to create the small 
dimensions of these devices. Despite these techniques are commonly used in microelectronic 
devices, mainly with silicon based substrates, its application in other thermoelectric alloys is 
still under development. 
The patterning of thermoelectric structures for the fabrication of thermoelectric 
microconverters can be done using common microsystems technologies. Techniques used in 
MEMS fabrication, namely wet-etching, lift-off (with SU-8 photoresist), Reactive Ion Etching 
(RIE) and Lithography-Electroplating-Molding (LIGA) are here compared for the fabrication 
of thermoelectric microsystems. 

2. Theory behind thermoelectric devices 
There are two groups of applications for thermoelectric materials based on Seebeck and 
Peltier effects respectively. In the Seebeck effect, a temperature difference between the 
junctions of two different materials produces an electric voltage (figure 1), and an electric 
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current flows when the electric circuit is closed  (Seebeck, 1882). This effect is quantified by 
the Seebeck coefficient, , as represented in eq. 1: 

 V
T

 (VK-1)  (1) 

 

 
Fig. 1. In the Seebeck effect, a temperature difference between the junctions of two different 
materials makes an electric voltage to arise. 

The Seebeck effect is used for two types of applications: temperature sensors and 
thermoelectric generators. 
In the Peltier effect, when a current flow through the junction of two different materials, 
heat is absorbed or released in the junction, depending on the current direction (Peltier, 
1834). This effect is quantified by the Peltier coefficient, , related with the Seebeck 
coefficient (eq. 2): 

 T   (2) 
 

 
Fig. 2. In the Peltier effect, when a current flows through the junction of two different 
materials, heat is absorbed or released in the junctions. 

The heat absorbed (QC) in the centre junction of figure 2, by Peltier effect can be calculated 
with eq 3. 
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Due to the current flowing in N and P materials and the interfaces between materials 
(contacts), heat is generated by joule effect (QJ). Eq. 4 calculates the total heat generated, 
since R represents the total resistance of the Peltier device. 

 2
JQ RI  (4) 

The complete model of a Peltier device (Wijngaards, 2000) can be considered as in figure 3. 
The electrical model (on the left of figure 3), includes the electrical equivalent resistance of 
the device (R), a voltage source that provides power to the device and a voltage source 
modelling the Seebeck effect of junctions, ( p- n)(Th-Tc). The resultant current is Ie. On the 
right side of  figure 3, the, thermal model is presented. The two current sources, ( p- n)IeTc 
and ( p- n)IeTh, represent the cooling and heating by Peltier effect, respectively. The 
capacitors Ct,c and Ct,h are the heat capacity of on cold side and hot side and resistances Rt,c 
and Rt,h are the losses by convection and radiation to ambient temperature, Ta. Rt,h is usually 
very small, and Th  Ta. Rt,d represents half of the thermal resistance between hot side and 
cold side. Qj and Qjc represent the heating by Joule, respectively on the thermoelectric 
materials and contacts. The load applied on the cold side of the device is represented by QL. 

 
Fig. 3. Complete model of a Peltier microcooler, including electrical and thermal domains. 

The same model can be used in an electrical power generator application, based on Seebeck 
effect, as figure 1. Instead of a voltage source (on the left side of the model in figure 3), a 
load is connected and the heat to convert to electrical energy (QL) is applied to the hot side 
of the device (Th). The voltage generated is proportional to the temperature difference: 
V=( p- n)(Th- Tc). 
Once each thermoelectric pair can produce a voltage near 400 µVK-1, many pairs, connected 
in series, are necessary to generate a usable voltage. The maximum power in a 
thermoelectric generator, calculated with eq 5, is obtained when the load resistance equals 
the internal resistance (R). 

 

2
2

4 4 4
p nOUT

MAX
n p j c

n TVP
R n R R R R

  (5) 

where n is the number of elements (pairs of thermoelectric p-n junctions),  is the Seebeck 
coefficient, T is the temperature difference between the hot side and cold side of 

Electrical domain     Thermal domain
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thermoelectric elements (Th- Tc) and R is the electric resistance. The indexes p and n refer to 
p-type and n-type materials respectively and the indexes j and c refer to materials of 
contacts and the contact itself. In order to obtain the maximum power, it is also important 
do match the thermal resistance of the generator with the heat sink (on the cold side) and 
hot object (in the hot side), not represented in the previous equation. In several applications, 
it is also important to analyze the impact of the generator in the temperature of the hot 
object. If a human-body generator is designed, it will not suit comfortable if much thermal 
power is absorbed from the skin (the sensation of cold will be noticed). By the other hand, 
when designing a thermoelectric generator for waste heat recovering (ex. recovering heat 
from a laptop CPU), an increase of temperature could occur where the heat is generated. 
The coefficient of performance (COP) of the Peltier coolers is four to five times below to 
those found in conventional coolers (based on the Carnot cycle). Additionally, the unitary 
limit of the figure-of-merit (ZT - a performance measure of TE materials) it was seemed as 
an impossible barrier to pass, but also unexplainable. Bismuth telluride (Bi2Te3) and 
antimony telluride (Sb2Te3) compounds, were known for decades as the best thermoelectric 
materials at room temperature.  Figure-of-merit is calculated by eq. 6.  

  
2

Z
k

  (6) 

where  [ VK-1] is the Seebeck coeficient,  [ m] is the electric resistivity and   [Wm-1K-1] is 
the thermal conductivity. Figure-of-merit can also be calculated for a specific temperature, 
including T (absolute temperature) in the previous equation, resulting ZT: 

 
2

ZT T
k

  (7) 

In thermoelectric generation applications, the power factor is sometimes used instead of 
figure-of-merit: 

 
2

PF  (8) 

3. Materials for thermoelectric applications 
Despite the continuous efforts in the search of an adequate material for fabrication of Peltier 
effect devices, more than 50 years ago that the value close to one of the figure-of-merit (ZT) 
seems to appear as a goal that can not be overtaken at room temperature. A good 
thermoelectric material must have high Seebeck coefficient, low electric resistivity and low 
thermal conductivity. But these three parameters are correlated. A material with low electric 
resistivity (a metal for example) frequently has a high thermal conductivity. The thermal 
conductivity based in the electronic transport ( e), which it is the dominant mechanism of 
thermal conduction in metals, is related with the electric conductivity ( ) by the 
Wiedemann-Franzem law, where L is the Lorenz number and T the temperature: 

 e LT .  (9) 
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Theoretically, the Lorenz number is equal to: 

 
22

8 -22.44 10 W K
3

BkL
e

  (10) 

where kB is the Boltzmann constant and e is the electron charge. 
Figure 4 shows the figure-of-merit (Z) calculated for different materials at different 
temperatures.  
 

 
Fig. 4. Figure-of-merit (Z) calculated for different materials at different temperatures 
(Wijngaards, 2003). 

Of the great number of materials investigated, those based on bismuth telluride, lead 
telluride and silicon-germanium alloys emerged as the best for operating at temperatures 
near 300 K, 900 K and 1400 K respectively. 
Near the room temperature (250-350 K), tellurium (Te), bismuth (Bi), antimony (Sb) and 
selenium (Se) composites show the highest figure-of-merit values. For this reason, they are 
used in many of the commercial Peltier devices. The thermoelectric properties at room 
temperature of some of these materials are displayed in table 1. 
For operation at temperatures around 800 K, lead antimony telluride shows the highest 
figure-of-merit.  A ZT value around 1 was reported at 800 K (Fano, 1997). However, there 
are environmental restrictions to the use of lead. Silicon-Germanium is a candidate material 
for operation at temperatures above 1000 K. A figure-of-merit around unity was achieved at 
1200 K (Vining, 1997). These materials also have the advantage of easy integration with 
microelectronics. 
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Material Symbol
Seebeck 

coefficient
 (µVK-1)

Resistivity
 (µ m) 

Thermal 
conductivity

 (Wm-1K-1)

Figure of 
merit 

ZT 

Temperature 
K 

Nickel Ni -18 0.070 91 0.015 300 
Chromium Cr 18 0.13 94 0.008 300 

Bismuth Bi -60 1.15 8.4 0.110 300 
Antimony Sb 40 0.42 18.5 0.062 300 

Silicon-Germanium (n) SiGe -242 17.8 4.2 0.94 1200 
Silicon-Germanium (p) SiGe 240 31.9 4.38 0.50 1200 
Bismuth telluride (n) Bi2Te3 -240 10 2.02 0.86 300 

Antimony telluride (p) Sb2Te3 92 3.23 1.63 0.48 300 

Table 1. Thermoelectric properties of some materials. 

4. Quantum confinement in thermoelectricity 
There are a lot of attempts to produce thermoelectric materials with ZT greater than one. 
Nevertheless, the best commercial thermoelectric modules, fabricated from bismuth, 
antimony and tellurium compounds, have ZT close to one. This is mainly due to the fact that 
in conventional 3D crystalline systems the Seebeck coefficient ( ), the electrical conductivity 
( ) and the thermal conductivity ( ) are interrelated, being difficult if not impossible to 
control each factor independently in order to improve ZT (Bottner, 2006; Bell, 2008). An 
increase of , usually results in a decrease of . By the other hand, a decrease of  leads to a 
decrease of the electronic contribution to . However, if the dimensions of the material 
decrease, a scale factor becomes available for the control of material properties (Hicks, 2003). 
This phenomenon is due to the reduction of the 3D solid crystalline structures to 2D 
superlattices (figure 5), 1D nanowires, or quantum dots, introducing new forms to control , 

 or  more independently. The introduction of many interfaces in the structure can scatter 
phonons more effectively than electrons and allows enhanced ZT in such nanostructured 
materials. Recent work with PbTe (Harman, 2002), SiGe (Caylor, 2007) and BiSbTe (Bottner, 
2006; Venkatasubramanian, 1992) superlattices demonstrated an enhancement of ZT. ZT=2.4 
and ZT=1.4 were measured in p-type and n-type Bi/Sb/Te superlattices 
(Venkatasubramanian , 2001), respectively.  
The use of thin-film processes in thermoelectric structures limits the thickness of deposited 
films to few micrometers. Using this thickness, the achieved heat-flow density has higher 
value, compared with traditional large scale devices. If 10 Wcm-2 can be found in typical large-
scale devices, 500 Wcm-2 could be supported in a thin-film device. However, this density could 
not be attended with conventional heatsinks. For lower density applications, efforts are also 
being done to achieve bulk materials (rather than films) with increased figure-of-merit. A 
periodic structure is the major mechanism to reduce thermal conductivity and support the 
enhanced figure-of-merit in superlattices. However, nanocomposites become a natural step for 
extending the success in superlattices to more scalable materials. Randomly distributed 
nanostructures in nanocomposite materials (figure 6) can lead to a reduction in the thermal 
conductivity below that of an alloy of the same overall chemical stoichiometry (Dresselhaus, 
2007). These materials can be prepared by either wet-chemistry, ball-milling, or by inert-gas 
condensation methods. Nanometer or micrometer sized particles are then hotpressed to obtain 
dense and mechanically strong, bulk nanocomposites. 
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Fig. 5. Thermoelectric pair with superlattice materials. Each material is composed by 
alternating layers of two different materials, whose thickness is in the range of tens of 
nanometers. 

 
Fig. 6. Thermoelectric pair with nanocomposite materials. 

There is also certain optimism concerning the materials of the group of clathrates, which 
create crystals with nanocages and whose thermal conductivity can be reduced if an atom of 
an heavy element is placed inside of cages. 
The energy and environmental circumstances have relaunched the current research on these 
materials significantly. The results presented by a group of the University of Aarhus, the 
Copenhagen University and the Technical University of Denmark are part of this new wave 
and should help to accelerate research in the world. Their study describes why some materials 
may have very low thermal conductivity without degrading their electrical properties. Their 
research work has focused on the properties of one of the thermoelectric materials of the most 
promising family of clathrates, which the crystal is filled with nanocages. By placing a heavy 
atom in the heart of each nanocage, it is possible to reduce the ability of the crystal conduct 
heat. The research team thought that the random movements of atoms in the cage were 
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responsible for the phenomenon. They used the technique of neutron scattering which allows 
the observation of the movements of atoms within the material. They understood that the 
thermoelectric properties were determined by the global movement of nanocage structure, 
which is influenced by the heavy atom therein (Christensen, 2008). 

5. Thin-film fabrication 
A single junction of Bi2Te3-Sb2Te3 thermocouple has a Seebeck voltage of only 400 µVK-1. To 
achieve a usable voltage in generator devices, more than 4000 thermocouples must be 
connected in series. If these 4000 thermocouples are to be fitted in a 1 cm2 device, each 
thermocouple is about 100 µm × 200 µm. The fabrication methods used in macro-sized TE 
devices cannot be used in the fabrication of these micro-devices. In these devices, 
microsystems technology should be used instead. Materials can be deposited by thin-film 
deposition processes (physical and chemical vapour deposition or electrochemical 
deposition). Some techniques were tried before for the deposition of Bi/Sb/Te thin-films. 
Electrochemical deposition (ECD), metal-organic chemical vapour deposition (MOCVD), 
pulsed laser deposition (PLD), sputtering and thermal evaporation are some examples. 
Independently of the technique used, a good control of film composition and crystalline 
structure is very important to fabricate films with high figure-of-merit. Previous research 
(Goncalves, 2009), demonstrated the optimum composition to maximize figure-of-merit. A 
tellurium content in the range 60%-65% can maximize figure-of-merit. When evaporating 
directly the compounds (either Bi2Te3 or BixSb2-xTe3), these elements decompose and the 
final composition of the deposited film does not match the composition of the initial target, 
due to different vapour pressure of each element (Bi, Sb or Te). Moreover, when thicker 
films are deposited, the composition differs from surface to deep film layers (Silva, 2005). 
This effect is more evident in thermal evaporation, since the increase in temperature 
promotes de decomposition of source materials. To overcome this problem, co-deposition 
systems (either thermal co-evaporation (Goncalves, 2007) or co-sputtering (Kim, 2006; 
Bottner, 2004)) are usually used, and the deposition rate of each element (Bi, Sb or Te) is 
controlled independently, in order to obtain the final optimal composition. The power factor 
of films deposited by co-evaporation, as function of composition (measured by EDX) and 
substrate temperature is presented in figure 7. 
The importance of crystalline structure in figure-of-merit was also demonstrated before. The 
structure of these films changes from amorphous to polycrystalline. Films with a more 
crystalline structure have usually low electrical resistivity. The polycrystalline structure of 
these films also decreases the thermal conductivity (compared with a single crystal) (Scherrer, 
1997) thus increasing the figure-of-merit. The crystalline structure can be controlled by the 
substrate temperature during deposition or with annealing cycles after deposition. However, 
due to different vapour pressure of tellurium, bismuth or antimony, the composition of the 
films can change with heating, resulting in films poor in tellurium. The influence of substrate 
temperature in films deposited by co-evaporation is presented in Fig 7. A low deposition rate 
(bellow 2 m/h) also allows an appropriate crystallization, resulting in higher figure-of-merit. 
This low deposition rate limits the thickness of film that can be deposited. Using co-sputtering 
or ECD, higher deposition rate can be obtained. IPM (Bottner, 2004) reported a deposition rate 
of 5 m/h using co-sputtering and JPL (Fleurial, 2003) fabricated a device with thermoelectric 
columns 20 m high by ECD. Table 2 compares the thermoelectric properties of Bi2Te3 and 
BixSb2-xTe3 films fabricated by different techniques. 
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Fig. 7. The power factor of films deposited by co-evaporation, as functions of substrate 
temperature and composition (measured by EDX). Results from other authors and from 
single crystal are also presented. 
 

Material Deposition 
technique 

Seebeck 
 (µVK-1)

Resistivity 
 (µ m) 

Power 
factor 

10-3WK-2m-1

Fig. of 
merit Z 
×10-3K-1

Reference Obs 

Bi2Te3 n Co-evaporation -220 10.6 4.57 3.03 Goncalves, 2009  
Sb2Te3 p Co-evaporation 188 12.6 2.81 1.87 Goncalves, 2007  
Bi2Te3 n Electrochemical -60 10 0.36 - Lim,  2002  
Bi2Te3 n MOCVD -210 12 3.7 2.48 Giani, 1999 (1) 
Sb2Te3 p MOCVD -110 3.5 3.46 - Giani, 1999  
Bi2Te3 p MOCVD 190 78 0.46 2.5 Giani, 1997 (1) 
Bi2Te3 n MOCVD -218 6.9 6.9 - Boulouz, 1998  
Bi0.5Sb1.5Te3 p Flash 230 17 3.1 2.9 Volklein, 1990  
Bi2Te2.72Se0.3 n Flash -200 15 2.7 - Foucaran, 1998  
Bi0.5 Sb1.5 Te 3 p Flash 240 12 4.8 - Foucaran, 1998  
Bi1.8Sb0.2Te2.7Se0.3 n Sputtering -235 47 1.2 - Kessler, 2003 (2) 
Bi2Te3 n Co-Sputtering -160 16.3 1.6 - Bootner, 2004 (3) 
(BiSb)2 Te3 p Co-Sputtering 175 12.1 2.5 - Bootner, 2004 (3) 
Bi2 Se0.3Te2.7 n Sputtering -160 20 1.3 - Stordeur, 1997  
Bi0.5 Sb1.5 Te 3 p Sputtering 210 25 1.8 - Stordeur, 1997  
Bi2Te3 n Co-Sputtering -55 10 0.3 - Kim,  2006  
Bi2Te3 n Co-evaporation -228 13.0 4.0 2.7 Zou,  2001 (1) 
Sb2Te3 p Co-evaporation 171 10.4 2.8 1.76 Zou,  2001 (1) 
Bi2Te3 n Co-evaporation -228 28.3 1.8 - Silva, 2005  
Sb2Te3 p Co-evaporation 149 12.5 1.78 - Silva, 2005  
Obs: (1)  Z estimated by the author. 
         (2)   Doped with CuBr. 
         (3) The power factor of de 3×10-3 WK-2m-1 and 4×10-3 WK-2m-1, respectively for type n and type p 
was reported latter by the same authors (Bottner, 2007) but no reference of other thermoelectric 
properties was found. 

Table 2. Properties of selected Bi2Te3 and BixSb2-xTe3 films 
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6. Patterning of devices 
Common techniques used in MEMS fabrication, namely wet-etching, lift-off (with SU-8 
photoresist), Reactive Ion Etching (RIE) and Lithography-Electroplating-Molding (LIGA) 
were tried before in the fabrication of thermoelectric microstructures. 
IPM (Bottner, 2004) used RIE techniques to pattern thick films of Bi,Sb,Te materials, using 
photoresist as an etching mask. Two wafers with patterned thermoelectric materials were 
soldered to create the columnar thermoelectric device. Each wafer contains n-type or p-type 
materials, deposited on top of metal contacts and a soldering material deposited on top. The 
wafers are then aligned and soldered. This process allows the deposition of thermoelectric 
materials with crystalline structure by heating the substrate during the deposition of 
thermoelectric materials. 
The JPL laboratory (Snyder, 2003) used a MEMS like process, LIGA, to fabricate micro-
columns of TE materials. Gold-chromium contacts were deposited and patterned on the 
substrate. Thick photoresist was patterned to create holes were TE materials were deposited 
by ECD. A gold-nickel layer was then deposited and patterned over the structures to create 
top contacts. Photoresist, gold and chromium layer were etched, creating the complete 
device. By this process, height columns can be created, however the figure of merit of 
thermoelectric materials deposited by ECD is low. 
Lift-off can also be used in thermoelectric materials. Photoresist is spun cast and patterned 
to define the lift-off pattern for thermoelectric materials that will be deposited on top. The 
photoresist is then removed, removing also the TE material on top of it and creating the 
structures. The process is repeated for each thermoelectric material. The technique was 
applied by Silva (Silva, 2005), using SU-8 photoresist and thermal co-evaporated Bi2Te3 and 
Sb2Te3 thin-films. Yield of this process was low, in particular with small TE elements (7 m 
× 7 m). Due to temperature limit of photoresist, substrate cannot be heated above 170 ºC 
during the deposition of TE materials and the figure-of-merit is lower than these obtained at 
higher substrate temperatures. 
Shafai (Shafai, 2001) reported the possibility of use nitric acid (HNO3) and hydrochloric acid 
(HCl) diluted in water (H2O) for etching Bi2Te3, but his work was not extended to full 
characterize this process, or apply it to other tellurium compounds. Recent work from Sedky 
(Sedky, 2009) also proposed suspended Bi2Te3 microstructures fabricated by wet-etching. 
Goncalves (Goncalves, 2007) deposited thin-films of Bi2Te3 and Sb2Te3 (1 m thick) on 
polyimide substrates, by thermal co-evaporation. Transene�’s PKP negative photoresist was 
applied on the surface and test structures were patterned by photolithography. Different 
etching solutions were prepared (Goncalves, 2008) using water, pure HNO3 and 37% HCl 
dil. in water and the effect of etchant composition in etch rate and final result was evaluated. 
Figure 8 plots the etch rate of Bi2Te3 and Sb2Te3  films in (1-x)HNO3:(x)HCl solution (diluted 
70% in water, in volume). 
Higher percent of HCl (%HCl / %HNO3 > 0.5) induces cracking of the film and peeling 
occurs. Using only HNO3 (diluted at 70% in water) Bi2Te3 is etched at 300 nm/sec and the 
Sb2Te3 etch rate is below 6 nm/sec. This difference of 50× can be useful to pattern devices 
with both materials, etching Bi2Te3 with HNO3 without etching Sb2Te3 films. However, this 
method cannot be used with BixSb2-xTe3 instead of Sb2Te3. The behavior of BixSb2-xTe3 is 
equivalent of Bi2Te3, even with small percentage of Bi in composition. Figure 9 plots the 
influence of etchant dilution (in water) in etch rate, respectively in Bi2Te3 and Sb2Te3 films. 
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Fig. 8. Etch rate of Bi2Te3 and Sb2Te3 films in (1-x)HNO3:(x)HCl solution (diluted 70% in 
water, in volume). 

 
Fig. 9. Influence of dilution (in water) in Etch rate of Bi2Te3 and Sb2Te3 films in 10:3 
HNO3:HCl solution. 

Etchant of composition with dilution of 70% produces the best results. With dilution above 
80% in water, the etch rate is very low and peeling of the film occurs. With dilutions below 
60%, the etch rate is very high and becomes difficult to control de etch time. Table 3 shows 
the etch rate of Bi2Te3, Sb2Te3, chromium and aluminum in HNO3:HCl:H2O, HNO3, 
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between different etchants in different materials allows different possibilities to fabricate a 
complete device. Figure 10 shows the patterned structures used in etchant evaluation. 
 

                                  Material 
Etchant Bi2Te3 Sb2Te3 Aluminum Nickel 

Al �– Transene type A 8 5 10-80 < 0.1 
Cr - Transene 1020  20 <1 - 10-40 
3HNO3:1HCl (dil 70% H20) 2000 800 < 2 < 0.2 
HNO3  (dil 70% H20) 2500 50 < 0.1 < 0.1 

Table 3. Summary of etch rates (Å /sec). 
 

 
Fig. 10. Test structures of thermoelectric films patterned by chemical etching. 

7. Applications 
Thermoelectric materials have unique properties that make them useful to convert thermal 
energy into electric energy and vice-versa. For this propose, beyond a large Seebeck 
coefficient, they must have high electrical conductivity and low thermal conductivity. 
Despite this two properties being related, Bi/Sb/Te compounds are the best materials for 
thermoelectric applications at room temperature. This applications fall in two main 
categories: Cooling and electric energy generation. 
In recent years, the available air conditioners and refrigerators have become a way of life for 
millions of people around the world. At the same time, energy costs and environmental 
regulations regarding the manufacture and release of CFCs are also increasing. These facts 
are encouraging manufacturers and their customers to seek alternatives to conventional 
refrigeration technology. Despite the performance of thermoelectric cooling being far from 
Carnot cycle compressors, some specific application requiring low maintenance, long life 
with no moving parts are using thermoelectric refrigeration.   
Regarding generator applications, the use of thermoelectric devices in vehicles is currently 
being addressed. Thermoelectric converters can be used in cars, in order to make the 
engines most efficient. A conventional combustion engine wastes about 80% of the energy of 
the fuel under the form of heat. The thermoelectric devices can be directly used to generate 
electric energy from this wasted heat. A fuel consumption reduction of 10% is achievable, 
which represents a significant impact in the global energy spent in transport of people and 
goods all over the world. Using thermoelectric materials, this heat can be used to produce 
electrical energy, which in turn can be used to charge the car battery. 
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Small sized applications, from few cubic-centimetres to few cubic micrometers are not 
realizable with Carnot cycle compressors. In these low-power applications, thermoelectric 
devices are applied with advantages. The same thermoelectric principle can be used to build 
cooling systems inside microchips, optimizing the heat sink capability. These small devices 
can also be used to control temperature of sensible electronic circuits. 
The micro thermoelectric generators have applications in energy harvesting microsystems. 
From low temperature gradients found in human-body or house environments, energy can 
be generated to power wireless devices. Self-powered wrist-rings for watch or sensor 
applications or thermoelectric bolts, that can generate energy wherever they attach, are 
being developed to power-up microwatt electronic circuits. 
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1. Introduction 
Benzene (EPA, 1993), sometimes also referred to as part of BTX or BTEX, which stands for 
benzene, toluene, ethylbenzene, and xylenes, is widely used in industrial activities despite 
being a known carcinogen that can easily contaminate different media (gas, water, and soil).  
It can be inhaled, ingested, and absorbed through the skin and therefore represents a 
potential threat to human health, even at trace levels.  With respect to benzene toxicity, 
national regulations have been established in an effort to minimize its impact on human 
health.  Water regulations cover drinking water and wastewater, with levels varying from 
one country to another but falling within the same order of magnitude.  Wastewater 
regulations give the maximum concentration allowed for disposal, about a few hundred 
parts per billion (ppb) (Volume) (110 ppbV in Japan (Ministry of the Environment in Japan, 
2008)).  Below this level, the impact on the environment is assumed to be negligible.  This 
level is sometimes referred to as the alarm level.  Drinking water regulations, which are 
aimed at water for human consumption, stipulate permissible levels in the low ppbV range, 
two orders of magnitude lower than for wastewater (11, 5 and 1 ppbV in Japan, America, 
and Europe, respectively (Ministry of Health, Labour and Welfare in Japan, 2003) (EPA, 
2006) (European Council, 1998)). 
Laboratory procedures for detecting benzene concentrations in water involve several 
consecutive steps: (i) extraction by inert-gas stripping or heating to transfer benzene to the 
vapor phase, (ii) trapping to enhance the concentration, and (iii) detection by gas 
chromatography combined with either flame ionization, photo-induced detection or mass-
spectrometry (respectively GC/FID, GC/PID, and GC/MS) (Martinez et al., 2002) (Serrano 
& Gallego, 2004) (Richardson & Ternes, 2005).  The detected thresholds far exceed the 
requirements, but the procedures are complex and involve the use of expensive equipment.  
The required apparatuses are also not compatible with the requirements for on-site 
measurements, which means samples have to be collected in the field and sent to a 
laboratory for analysis (Richardson & Ternes, 2005).  To prevent contamination of samples 
or changes in their characteristics due to long contact-exposure to the container (with 
transportation time to the laboratory varying from a few hours to a few days), complex and 
error-prone procedures have been established (Namiesnik et al., 2005), which, depending 
mainly on the potential contaminants, include choosing an appropriate container material, 
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dilution with organic solvent, and avoiding headspace. Recent disasters in 2005/2006 
(chemical plant explosions in China; hurricane Katrina in America) point to an urgent need 
for on-site, real-time monitoring of pollutant contamination to prevent dramatic impacts on 
the local population�’s health, making response time a crucial factor. 
A suitable on-site sensor should then exhibit robustness, sensitivity in the low-ppbV range 
for drinking water regulation levels, and response time of about a few minutes or less. A 
few studies have examined portable sensors dedicated to on-site benzenic-compounds 
measurements from water samples. Those devices use alternative detection techniques, and, 
though the sensitivity is relatively low, exhibit several advantages over conventional 
methods in cost, protocol and data analysis, and size. In addition, they do not require any 
inert gases, such as the carrier gas used in gas chromatography-based measurements, which 
improves portability. 
These sensors can be classified into direct measurements systems, which directly measure 
pollutant concentrations in the liquid phase, and indirect measurements ones, which require 
pre-conditioning of a sample before its characterization. 
Among the direct methods, mid-infrared (MIR) evanescent field spectroscopy has been 
largely utilized. The sensing element is a polymer-coated optical fiber or an attenuated-total-
reflection (ATR) crystal. The polymer coating provides selective enrichment of compounds 
to be detected within the depth penetration of evanescent wave in the aqueous media. Silver 
halide fibers and various polymer coatings have been used to measure hydrocarbons in 
water (Hahn et al., 2001) (Krska et al., 1993) (Steiner et al., 2003) (Beyer et al., 2003), though 
the limit of detection (LOD) is in the low ppmV range and measurement time is longer than 
an hour.  Systems based on coated quartz-glass optical fibers and detection in near infrared 
(NIR) spectral range have been reported (Burck et al., 2001) (Zimmermann et al., 1997). A 
recent system on ATR crystal (Karlowatz et al., 2004) has demonstrated a LOD to benzene of 
about 45 ppbV with a 20-min measurement cycle. Although the simultaneous detection of 
five compounds has been demonstrated at low concentration levels, consecutive 
measurements using the same apparatus may take longer because the equilibration time to 
water diffusion through the coating (about several hours) for stabilizing the baseline is not 
included in the measurement time and because enrichment reversibility, i.e., the 
refreshment of sensing system, is a slow process limited by the partition coefficient and 
diffusion through the polymer coating.  As a potential improvement of evanescent wave 
spectroscopy, Tobiska et al. (Tobiska et al., 1998) proposed bending the fibers to increase the 
evanescent field intensity.  Mohacsi et al. (Mohacsi et al., 2001) described a sensor based on 
photo-acoustic detection principle with a 300-ppbV LOD and a 40-min response time. To 
achieve high sensitivity, aromatic compounds are detected in the vapor phase after the 
molecules have been selectively transferred from the liquid phase through a semi-permeable 
membrane surrounding the acoustic cavity.  Vogt et al. (Vogt et al., 2000) proposed direct 
and simultaneous detection of hydrocarbons in water with a system based on UV derivative 
spectrometry.  This approach offers a fast response time of few minutes and a LOD to 
benzene below 50 ppbV.  However, turbidity is expected to strongly bias the results, which 
limits the applicability of such a sensor to specific on-site measurements. 
In comparison with direct measurements, indirect ones require sample extraction from the 
liquid phase.  Yang et al. combined gas-stripping (Yang & Her, 1999) or headspace (Yang & 
Tsai, 2002) techniques to transfer aromatic compounds from the liquid to the vapor phase 
and performed detection by MIR evanescent wave spectroscopy. The reported LOD is in the 
few-hundred ppbV range. Measurements are faster, typically less than thirty minutes all 
steps included, from sample introduction to complete regeneration, but the sensor gains in 
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complexity because of the large number of connected elements. Solid phase micro extraction 
(SPME) combined with IR (Heglund & Tilotta, 1996) or UV (Lamotte et al., 2002) 
spectroscopy has also been used to quantitatively and qualitatively determine benzenic 
compounds diluted in water. Since only the disposable SPME matrix is in direct contact with 
the sample, the contamination risk to the re-usable detection setup is almost negligible, 
making the regeneration step unnecessary. However, because enrichment is based on 
diffusion through the SPME matrix, the sensitivity is directly proportional to exposure time.  
In order to reach a LOD in the hundreds of ppbV range, enrichment time exceeding one 
hour is then common. 
Field-test validation has been carried out successfully for high pollutant concentration levels 
(Krska et al., 1993) (Steiner et al., 2003), indicating the proposed sensors offer alternatives to 
laboratory equipment at the alarm-level threshold. However, with the drinking water 
regulation level as the final target, none of those devices fulfill the requirements in terms of 
sensitivity. 
This chapter then describes the design of portable aqueous benzene sensor based on UV-
spectroscopy with a sensitivity in the pptV range. Starting from our portable BTX sensor 
dedicated to air monitoring (Ueno et al., 2001) (Camou et al., 2006, a), we extended its use to 
aqueous sample solution by adding an extraction module into the inlet to transfer the 
benzene compound from the liquid to the vapor phase (Camou et al., 2008). However, the 
concentration cell developed for the airborne system, which provides benzene concentration 
enhancement prior to the detection cell, could not be used. As a consequence, the sensor 
demonstrated a LOD in the hundred ppbV range, several times higher than the 
requirements (Camou et al., 2008). Since the concentration stage is a key component for 
achieving high sensitivity, we developed a new one, taking into account the carrier gas 
specific properties after extraction, and demonstrated pptV range measurements. These 
results open the door to potential on-site and high sensitive measurements of aqueous 
benzene concentrations and make the presented sensor a viable alternative to standard 
methods. 

2. Airborne benzene portable system 
Figure 1 shows the schematic view of our portable airborne BTX sensor, which is mainly 
composed of detection and concentration cells connected to external elements. 
As the detection principle, we chose UV spectroscopy because it offers several advantages 
for on-site and real-time monitoring: portability and simultaneous detection of several 
compounds if the wavelength range has been selected appropriately. The output spectrum 
results from summation of all contributions of solutes absorption weighted by ponderation 
coefficients proportional to their respective concentration. This method can therefore 
provide qualitative and quantitative measurements of complex mixtures if every compound 
that significantly contributes to the final spectrum has been identified and their reference 
spectra are taken into account in the data analysis process (Ueno et al., 2002).  Regarding the 
three BTX compounds, they exhibit specific and characteristic absorption spectra in the 235 �– 
275 nm range, whereas water (and especially water vapor), as a potential interferant, shows 
no peak absorption. 
For BTX mixtures in ambient air, we previously demonstrated the accuracy of UV 
spectroscopy detection in the low-concentration range when the micromachined detection  
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Fig. 1. Schematic view of the airborne BTX portable monitoring system, including the 
concentration and detection cells with pumps and a few external elements.  

cell shown in Fig. 2 was used.  The cell�’s fabrication process is described in detail elsewhere 
(Camou et al., 2006, b), but can be briefly summarized as follows. A hollow fiber whose 
inner side-wall has been uniformly covered with an aluminum reflective layer (Souken Co., 
2005) acts as an optical waveguide. It is sandwiched between two patterned Pyrex glass 
wafers, which are anodic-bonded to each other through a silicon nitride thin film. A multi-
step dicing process produces trenches with various depths and shapes, providing excellent 
optical alignment between optical fibers and the hollow fiber in the plane perpendicular to 
the optical axis. Finally, sealing the different parts with UV resin yields good mechanical 
stability and prevents gas leaks. By separating mechanical parts (alignment of optical fibers 
in regards to the hollow fiber, microfluidic connections, etc) from optical parts (waveguide 
optical efficiency), we were able to fabricate a 10-cm-light-path detection cell with high 
coupling efficiency using conventional equipment for four-inch wafer processing. 
The fabrication process for the concentration cell shown in Fig. 2, which is also described 
elsewhere, used classical microfabrication processes combined with sand blasting for the 
patterning of a trench with arbitrary shape in the Pyrex glass. After completing the 
concentration cell, the adsorbent material is inserted through the inlet by aspiration from the 
outlet. 
The measurement sequence can then be described as follows. First, the ambient air is 
pumped at a high flow rate through the concentration cell during the so-called 
concentration time. The adsorbent, characterized by its high active surface/volume ratio, 
then selectively adsorbs the BTX compounds at its surface.   
Meanwhile, since most of the BTX compounds are trapped by the adsorbent, spectrometer 
calibration measurements are performed.  At the end of concentration time, the pump stops, 
and BTX compounds trapped by the adsorbent are desorbed by heating the concentration 
cell.  After switching the valve, the pulse-pump precisely transfers the resulting high-
density sample gas from the� concentration cell to the detection cell, where simultaneous 
and efficient detection of BTX compounds are performed by UV-absorption-based 
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measurements.  Among the several benzene absorption peaks in the studied wavelenght 
range, we chose the main peak located at 253 nm to perform quantitative measurements. 
 

 
 

Fig. 2. Pictures of (left) the detection cell (10-cm-long light path) on its holder and (right) a 
micro-fabricated concentration cell half-filled with adsorbent (platinum heater electrodes on 
the rear side). 

Figure 3 shows the sensor response versus benzene calibrated gas concentration for 
concentrations varying from 0 to 10 ppbM and with a concentration time of fifty minutes.   
The sensor exhibits linear response over more than one order of magnitude, with a detection 
limit of about 1 ppbM.  These characteristics are consistent with our primary objectives, but 
improvements in the detection limit are still necessary in order to really claim accurate and 
reproducible measurements at 1 ppbM benzene concentration.  
Meanwhile, due to the high toxicity of benzene diluted in water despite its low solubility, 
we also started the development of a portable, high-sensitivity aqueous benzene sensor 
based on our technology. 
 
 

 
 

Fig. 3. Sensor response versus benzene concentration of calibrated gas mixture in dried 
nitrogen. 
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3. Extension of portable sensor usage to aqueous samples 
The airborne system was designed to deal with gaseous samples. To extend the portable 
sensor�’s use to aqueous sample, an extraction module based on a bubbling method �–
sometimes also referred to as gas stripping- was added as shown in Fig. 4.  
 

 
Fig. 4. Schematic view explaining the basic concept of aqueous benzene extraction by 
bubbling, with the black stars representing benzene molecules. 

3.1 Extraction system: transfer of benzene from liquid to gas phase  
Thanks to two compound-specific properties of benzene -a low boiling point (80.1 degrees 
C) and a low solubility in water (1.79 g/l at 25 degrees C) (EPA, 1993)- bubbling is a very 
efficient way to extract benzene diluted in aqueous solution.  Standard methods based on 
chromatography sometimes use bubbling extraction, where an inert gas flows through the 
sample solution.  This is known as �“purging�” from the so-called �“purge and trap�” technique 
(EPA,, 2003).  This method, also used by Yang et al. (Yang & Her, 1999), does not require any 
additional components (actuators, heaters, etc) and provides easy and robust benzene 
extraction from aqueous samples. 
The bubbling method is briefly described as follows.  Due to the low solute-solvent 
interaction of benzene diluted in water, benzene naturally evaporates at the air�–water 
interface.  By generating air bubbles inside the liquid, we can greatly increase the air-liquid 
interface area so that gas exchange can proceed at a faster rate.  Since the main gas exchange 
is considered to be benzene evaporation, the bubbles take in a large amount of benzene from 
the solution while rising and then release it in the gas volume over the sample solution.  
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This sample gas is then transferred to the next stages, where its benzene concentration is 
finally determined by UV spectroscopy. 
However, a major drawback of bubbling extraction is a lack of selectivity.  When air is 
bubbled through an aqueous sample, most diluted compounds as well as water itself will 
evaporate with a compound-specific efficiency and flow through the concentration/ 
detection cell. As a result, the sample gas measured will also contain a high relative 
humidity (RH) ratio, estimated to be over 90%. 

3.2 Without concentration stage  
Figure 5 shows the set-up without a concentration stage and the corresponding 
measurement sequence. While the spectrophotometer calibration measurements are 
performed, ambient air flows through the detection cell thanks to the valve positioning.   
 

 
Fig. 5. Schematic view of the experimental set-up (top) and the corresponding measurement 
sequence (bottom) 

Then, the valve switches and simultaneously bubbling through the sample solution occurs 
and spectra acquisition starts.  As the benzene compound is extracted from the liquid phase 
(with a certain efficiency) and passes through the optical detection cell mixed with the 
carrier gas (ambient air), spectra in the specific UV range are captured continuously and the 
results are displayed on the computer screen in real time. 
This set-up has several advantages compared to previously reported technologies. The 
proposed system does not require any enrichment or regeneration. This reduces the 
measurement time to less than 10 minutes, from sample collection to the reading of the 
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results on the computer display. Also, the UV absorption-based method is a relative 
measurement. Therefore, by using ambient air as the carrier gas for both spectrometer 
calibration and bubbling extraction, the contribution from compounds in ambient air should 
then cancel each other out and leave the output spectra free of interference.  
With measurement every 80 seconds, plotting the peak heigh at 253 nm versus time leads to 
the characteristic response shown in left part of Fig. 6. After a fast increase of benzene 
absorption within the first two measurements and a narrow plateau, the absorption 
signature of benzene decreased at a stable and slow pace. Using the plateau value as the 
measurement, we then investigated the sensor response to benzene solution whose 
concentrations vary from 0.1 to 3 ppmV (right, Fig. 6).   
 

 
 

Fig. 6. Benzene main peak absorption amplitude at 253 nm versus time (left) and sensor 
response versus aqueous benzene concentration (right) (Camou et al., 2008) 

First, the sensor exhibits a linear response in the 0.2 - 3 ppmV range, which is more than one 
order of magnitude. This range may be extendible; however the high concentration range is 
not of much interest regarding the final application. 
Concerning the actual detection limit, with a S/N ratio of 3 as our minimum requirement for 
extracting reliable data from the spectra, the LOD was estimated to be about 150 ppbV.   
Experiments at lower concentrations were carried out, but the low S/N prevented a precise 
estimation of peak heights, as the points slightly diverged from the linear fit in Fig. 6. 
As a result, with a LOD in the 150-ppbV range and ease of operation, this sensor represents 
an alternative suitable for on-site alarm-level measurements. In comparison to other relevant 
sensors, it exhibits similar sensitivity to benzene, while the time needed per measurements 
is shortened to just 10 minutes. 
Nevertheless, the drinking-water regulation levels remain about two orders of magnitude 
below the reported LOD (5 ppbV in both America and Japan; 1 ppbV in Europe), and 
gaining two orders of magnitude in sensitivity requires drastic modifications. Previously, in 
the framework of the air monitoring system, the concentration stage led to a gain in 
sensitivity of about three to four orders of magnitude. The concentration stage then remains 
the key technology for reaching the drinking-water regulatory levels, typically in the high 
pptV levels.  
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3.3 Results with airborne system 
We first equipped the airborne system (Fig. 1) with bubbling-extraction module (Fig. 4) and 
tested its ability to detect high-aqueous-benzene-concentration [several ppmV] solutions. 
During these preliminary experiments, two problems occurred that allowed us to identify 
the major difference between airborne and aqueous benzene detection: the carrier gas 
relative humidity. 
Figure 7 depicts the first five consecutive raw spectra obtained in this experiment. Despite 
absorption peaks at wavelengths characteristics of benzene compounds, the raw spectra 
exhibited unusual shapes. After a positive first response characterized by peak amplitudes 
drastically lower than first expected, the second spectrum exhibited no peak, and from the 
third spectrum, the benzene signature appeared negative. A decrease of the absorption peak 
amplitude with time, where time is equivalent to increasing spectrum number, is normal 
due to the diffusion of concentrated gas within the fluidic system. As a result, when the 
benzene molecules remaining within the optical light path lead to absorption below the 
noise level, the output and reference spectra become comparable and free of absorption due 
to benzene. Thus, the raw spectra tend to a flat baseline around 0 as the spectrum number 
increases. The results of Fig. 7 then clearly indicated that the reference spectrum had been 
corrupted. In fact, silicate adsorbent active sites also exhibit strong affinity to water 
molecules, even stronger than that to benzene molecules. Thus, water molecules have the 
ability to remove and replace benzene molecules adsorbed at the active sites while the 
reverse reaction can hardly occur. As a consequence, competition between water and 
benzene molecules resutls in random release of benzene molecules in the carrier gas that can 
potentially alter the reference spectrum.  This explanation elucidates the negative peaks seen 
in Fig. 7 and also corroborates some previous results. 
 

 
Fig. 7. First five consecutive raw spectra obtained with sensor combining bubbling 
extraction and a concentration cell filled with silicate adsorbent. 

Second, while carrier gas containing benzene molecules flowed through the concentration 
cell, we observed a continuous decrease of the flow rate. Furthermore, at the end of this 
experiment, the recovery/refresh process of the adsorbent required an unusually large 
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number of thermal cycles at high temperature before the flow rate would return to reference 
value. These phenomena come from capillary condensation of water, which is due to the 
combination of carrier gas containing high RH levels with the nano-sized structure of 
silicate adsorbent. 
The high RH value of carrier gas after the extraction exerts two side effects that make the 
approach inefficient. However, replacing the silicate adsorbent with another compound is 
not sufficient because of the capillary condensation. Indeed, we are facing here two 
contradictory properties. The active sites of the adsorbent are localized at its surface. In 
order to optimize the number of active sites within a finite volume, high surface/volume 
ratios are a prerequisite for an efficient concentration enhancement. As a consequence, all 
the potential adsorbents exhibit dense structures through pores whose sizes vary greatly but 
always in the range where 90% RH carrier gas leads to capillary condensation. Whatever 
adsorbent material we use, the relative humidity of carrier gas flowing through the 
concentration cell should exhibit lower levels. Extraction systems based on different 
mechanism and with lower efficiency have been tested, but the RH levels of the carrier gas 
remained over 80%, leaving the issue intact.  

3.4 New concentration stage  
We then developed a new concentration stage that could provide benzene concentration 
enhancement prior to the detection cell despite interference due to water molecules. As 
shown in Fig. 8, the new stage is composed of a passive drying system (Nafion tube), which 
decrease RH to a level where capillary condensation doesn�’t occur, and a concentration cell 
filled with a zeolite adsorbent, which exhibits weaker affinity to water molecules.  
 

 
Fig. 8. Schematic view of the high-sensitivity aqueous benzene sensor with an extraction, 
concentration, and detection stages. 
Adsorbent 

Over the past few years, several compounds have been investigated as potential adsorbents 
for air monitoring system: MCM-41, SBA-15, and SBA-16 as mesoporous silicates, and ZSM5 
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as zeolite. Mesoporous silicates offer huge surface areas, large pore sizes, and regular and 
well-ordered structures.  Regarding the benzene adsorption, several papers dealing with the 
optimization of pore sizes via the synthesis process have pointed to SBA-16 as the best 
alternative (Ueno et al., 2005).  Meanwhile, the ZSM5 zeolite has been widely used for gas 
separation, including for that of volatile organic compounds, which makes it a potential 
adsorbent. 
With benzene/dry nitrogen calibrated gas samples, the performance of SBA-16 and ZSM5 
materials as benzene adsorbent were measured under similar experimental conditions (Fig. 
9). SBA-16 exhibit saturation after few minutes, while ZSM5, despite a gradual slope 
decrease with time, does not within the first 70 minutes. This indicates that concentration 
efficiency with SBA-16 is better at short concentration time, but the tendency reverses as the 
concentration time increases (Fig. 9). 
Thus, despite a lower efficiency within the first 10 minutes of concentration time, both SBA-
16 and ZSM5 remain potential candidates as adsorbents. However, SBA-16 exhibits stronger 
affinity to water molecules than ZSM5. Thereafter, we then exclusively used ZSM5 as 
adsorbing material.  

Drying system 

Prior to the concentration cell, we tested two passive methods based on Nafion tube 
technology to get rid of some of the RH content of the carrier gas. Explanations about the 
basic concept can be found in the product datasheet: 
�“When gas containing water vapor passes through Nafion tubing, the water is absorbed by 
and moves though the walls of the tubing, evaporating into the surrounding air in a process 
called pervaporation. The reaction is driven by the humidity gradient until equilibrium is 
reached�”. 
 

 
Fig. 9. Concentration efficiency at 10 ppbV calibrated gas with SBA and ZSM5 adsorbing 
materials versus concentration time. 

The other components, such as BTX gases, are totally retained, and the benzene 
concentration of the carrier gas remains unaffected despite the gas�’s flowing through the 
Nafion tube. This reaction is quite fast, and a 30-cm long tube operating at flow rates of 
about a few ten standard cubic centimeter per minute (sccm) provides sufficient space for 
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reaching equilibrium at the outlet. Moreover, the Nafion tube requires no maintenance or 
source of energy and is resistant to most chemicals. Its robustness and maintenance-free 
characteristic then makes it particularly suitable for on-site experiments. 
Nevertheless, this system doesn�’t provide any active control of the sample gas RH, and the 
carrier gas humidity level depends directly on the ambient RH level. All the experiments 
were performed in a clean-room environment, with the RH parameter effectively monitored 
and controlled at levels within the 45% +/- 15% range. As a consequence, the Nafion tube 
leads to a decrease of the carrier gas RH from 90 to a mean value of 45% in our experiments 
(Fig. 10). 
If more precise control of the RH is needed (such as when operating in a very humid 
environment, such as summer in Tokyo, Japan), similar technology, which we call a �“Nafion 
box�”, enables drying of sample gas down to the dew point of -30/-40 degree C whatever the 
ambient air RH is.  The Nafion tube is encapsulated inside a closed container filled with 
desiccant (millimeter-sized spheres) that provides a dry local environment by absorbing 
almost all the water molecules within the container volume. Then, after reaching 
equilibrium, the carrier gas also exhibits a very low RH level at the tube outlet. However, 
this device requires regular maintenance to replace or refresh the spheres (re-activation of 
the used spheres by thermal desorption), which remains a significant drawback. 
The two drying systems were tested and their performance compared using the same pre-
concentration cell filled with zeolite adsorbent and using equivalent benzene/water sample 
solution. The results did show some measurable differences, given that all the experiments 
were performed in a clean-room environment (RH: 45% +/- 15%). However, the 
configuration with just the Nafion tube enables sensitivity levels far below the requirements, 
making any further improvement unnecessary. In order to get a maintenance-free set-up, we 
then used exclusively that set-up for the next experiments. 
 

 
Fig. 10. Evolution of carrier gas content in terms of RH and benzene concentration along the 
microfluidic channel.  
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4. Portable aqueous benzene characterization 
4.1 Sensitivity   
Experiments were first performed with a 5-min concentration time and aqueous benzene 
concentration varying within the low ppbV range. To assess the improvement in terms of 
sensitivity, we plot in Fig. 11 the benzene peak absorption amplitude as function of aqueous 
benzene concentration for the two experimental set-ups, i.e., with and without the 
concentration stage.  
First, the concentration stage doesn�’t deteriorate the sensor�’s response, which remains linear 
in both cases with a comparable slope.  For both set-ups, the linear range may extend for 
concentrations higher than those shown in Fig. 11.  However, the lack of experimental data 
at higher concentration levels does not allow us to assess the linear range upper limit with 
certainty. 
Furthermore, the use of the concentration stage leads to an overall shift of the response of 
about more than 2 orders of magnitude towards the low concentration levels.  This huge 
improvement yields a detection limit of about 300 pptV, which is five hundred times below 
the previously reported LOD and more than ten times below the regulatory levels in both 
Japan and America (11 and 5 ppbV respectively). 
In summary, the concentration cell leads to subsequent sensitivity improvement that enables 
us to clear the drinking water regulatory levels, while the response remains linear over more 
than two orders of magnitude.  Furthermore, due to the 5-min concentration time, one 
measurement takes less than ten minutes, including all the steps required to calibrate the 
spectrophotometer. 
 

 
 

Fig. 11. Aqueous benzene sensor response around the ppbV benzene concentration range 
with (blue squares) and without (red diamonds) the concentration stage. 
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4.2 Concentration time  
The previous results were all otained with a 5-min concentration time, which provides 
enough sensitivity improvement to clear the regulatory levels without increasing the 
measurement time too much. However, the concentration time directly influences the 
sensitivity. From a theoretical point of view, there should be a linear relationship between 
concentration enhancement and concentration time. However, depending on the adsorbing 
material, we already demonstrated saturation or a decrease of the slope as the concentration 
time increases (Fig. 9). A series of experiments with 4-ppbV benzene solution and bubbling 
extraction were then carried out to evaluate the concentration efficiency profile of zeolite 
adsorbent versus concentration time (Fig. 12).  
As shown in Fig. 12, from 0 to 20 min., the absorption peak amplitude due to benzene 
compound linearly increases, pointing to a linear increase of the accumulated benzene 
molecule versus time. However, with concentration time exceeding 20 minutes, the signal 
saturates.  The blue square is from the results at 4-ppbV concentration shown in Fig. 11, and 
demonstrates consistency between the two sets of experiments, and that increasing the 
concentration time within the linear range will result in linear improvement of the LOD 
reported earlier.  We can therefore expect  a further improvement of sensitivity by a factor of 
three, leading to a LOD down to less than 100 pptV. 
In terms of the response profile, the results in Fig. 12 are quite different from those in Fig. 9.  
Nevertheless, the benzene concentration profile of carrier gas differs in the two cases.  
Figure 13 summarizes the tendencies: with the air monitoring system, a steady carrier gas 
concentration leads to a gradual decrease of the concentration efficiency, while for aqueous 
sample, the time-dependent carrier gas benzene concentration results in saturation of the 
corresponding concentration efficiency. Actually, with the air monitoring system, we used 
 

 
 

Fig. 12. Concentration efficiency of a cell filled with zeolite adsorbent versus concentration 
time. 
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Fig. 13. Comparison of response of concentration cell filled with zeolite (right) for two 
carrier gas concentration profiles (left).  

calibrated benzene sample gas mixed with dry nitrogen as the carrier gas.  As a result, the 
RH remained very low, and the benzene concentration stayed constant during the entire 
measurement process.  In comparison, the carrier gas RH after extraction/passive drying 
tube exhibits RH levels of about 45% and the benzene concentration exhibits a time-
dependent profile. 
However, as explained earlier in section 3-4, drying the carrier gas after extraction to very 
low RH levels leads to noticeable improvement of about 20%, but it doesn�’t change the 
overall tendency. Independantly of the RH difference, the saturation with aqueous 
measurements then may be seen as a more drastic decrease of the slope as the carrier gas 
concentration also decreases with time. 

4.3 Selectivity 
All the results presented earlier were obtained with pure benzene solutions we prepared at 
desired concentrations.  However, the main source of environmental contamination has 
been identified as gasoline pollution, where benzene toluene and xylene are mixed with 
other compounds.  Figure 14 shows the absorption spectra of benzene, toluene, and o-
xylene, as three compounds diluted in commercially available gasoline. Due to the severe 
toxicity of benzene, drastic regulations have been set for the benzene concentration in 
gasoline. Nowadays, gasoline is composed of about 5% benzene, 35% toluene, and other 
compounds that may include o-xylene at lower concentration levels. Therefore, the main 
contamination source has a toluene concentration about seven-fold higher than that of 
benzene on average, though toluene absorption spectrum exhibits peaks in the same area as 
benzene  (areas in grey in Fig. 14). Nevertheless, benzene is the only compound subject to 
mandatory regulation and thus the only one requiring a direct measurement procedure. 
Theoretically, if the analysis takes into account all the reference spectra of compounds in  
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Fig. 14. Reference absorption spectra of benzene, toluene and o-xylene in the 230-290-nm 
wavelength range. 

solution that aborb in the studied wavelength range, accurate and simultaneous quantitative 
measurements of several compounds from one spectrum should be possible. However, in 
practice, such a database of reference spectra including all potential contaminants remains 
an ideal, making the separation efficiency a valuable characteristic. By analogy with, for 
example, the gas chromatographic column prior to mass-spectrometer, efficient separation 
should bring to the detecting area all compounds successively, one by one, preventing 
overlap and interference between two or more solutes. Thus, unidentified compounds 
should be separated from the compounds of interest and detection of each compound done 
at maximum sensitivity, despite huge variation in concentrations among all the solutes. 
Our sensor is composed of extraction and concentration stages, which may both result in 
selectivity. Nevertheless, the selectivity coming from the concentration cell remains 
negligible due to our thermal cycle characteristic.  In our experiments, we quickly heated the 
adsorbent to temperatures far above the level at which benzene desorption occurs. This 
procedure then guaranties the best sensitivity because all of the adsorbed molecules are 
released simultaneously, within as small a carrier gas volume as possible.  However, the 
three BTX compounds exhibit quite close desorption temperature. As a result, despite a 
chromatographic desorption process for adsorbed molecules, the fast increase of 
temperature yields the almost simultaneous release of adsorbed BTX compounds, cancelling 
the chromatographic effect.  In what follows, we therefore focus exclusively on the bubbling 
extraction method.  
Measurement of a benzene/toluene/o-xylene solution in water at 0.45/3/3 ppmV 
concentrations, respectively, was then performed without any concentration stage (Fig. 6). 
Figure 15 shows the first eight consecutive output raw spectra. The response exhibits the 
typical �“bubbling-like�” profile as mentioned previously (Fig. 7), with an initial rapid 
increase followed by a constant and slow decrease of the absorption amplitude. 
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Fig. 15. Raw absorption spectra versus time with bubbling extraction. 

In order to evaluate the contribution of each compounds independently, we then performed 
manually a fit of the experimental data from the reference spectra shown in Fig. 14 weighted 
by coefficients. Thus, 

 . . .RawSpec a BenzRS b TolRS c oXylRS   (1) 

where RawSpec stands for the raw output spectrum, BenzRS, TolRS, and oXylRS for reference 
spectra of benzene, toluene, and o-xylene, respectively, and a,b, and c are linear coefficients 
determined manually.  
Results corresponding to the third spectrum are summarized in Fig. 16, which includes 
three different graphs: the experimental data and the spectrum built from the fitting process 
(top); the experimental raw data and the three BTX contributions pondered by fitted 
coefficients and plotted separately (middle); the experimental data and the spectrum built 
from the fitting process without the benzene contribution (bottom). 
As shown in top graph of Fig. 16, we could reach a good correlation between the 
experimental spectrum and the reconstructed one obtained from the manual fitting 
procedure. Despite the noise background slightly diverging at higher wavelenght, the two 
curves are almost perfectly super-imposed in the peak area. 
When the three contributions from the reconstructed spectrum are plotted separately 
(middle, Fig. 16), the benzene contribution remains comparatively low, with a ponderation 
coefficient approximately six times lower that those of toluene and o-xylene. This ratio is 
similar to the concentration differences between the three compounds at which the sample 
solution was prepared. Furthermore, the same procedure has been utilized with later output 
spectra (not shown).  It was found that despite an overall decrease of the absorption peak 
amplitudes as the spectrum rank increases, the ratio between the three compounds from the 
manual fit remains constant. With the exact same extraction profile for the three compounds 
(tendancy similar to Fig. 7 and amplitude proportional to the compound concentration in 
the feed solution), this extraction method provides no specificity and operates with the same 
efficiency on the three BTX compounds. 
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Fig. 16. Estimation of the respective contributions of benzene, toluene, and o-xylene for the 
third spectrum with bubbling extraction. 

When removing the benzene contribution from the reconstructed spectrum (bottom, Fig. 
16), the two curves slightly and locally diverge, but the difference remains quite small 
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compared to the overall signal amplitude and shape. The overlap of absorption bands, 
especially between benzene and toluene, leads to interference that can potentially disturb 
the precise estimation of benzene contribution.  In practice, determination of benzene still 
remains possible, but the task may be quite difficult due to the background level 
(background including toluene at a concentration seven-times higher) and potential 
interference from unknown compounds dissolved in the feed solution. 

5. Summary and future work 
We described in this chapter a portable aqueous benzene sensor that combines bubbling 
extraction and concentration and detection stages. The bubbling module extracts several 
compounds simultaneously from the liquid to the vapor phase, while the performance of the 
concentration stage prior to detection cell leads to high sensitivity.  We then demonstrated a 
LOD about 300 pptV, far below the requirements with a ten minutes measurement time.  
Furthermore, the sensor response remains linear over more than two orders of magnitude.   
Systematic studies of concentration time also demonstrated that this sensor allows some 
flexibility for finding the appropriate compromise between sensitivity/measurement time 
depending on the application requirements. All the measurements were performed in a 
controlled atmosphere with RH levels of around 45%. When the RH of ambient air may 
become ploblematic, the moisture exchanger tube should be replaced with the drying box, 
which provides active and efficient control over the carrier gas RH. Though a system with 
the drying box requires more often maintenance, it provides a sensor unit the proper on-site 
conditions without any limitation in terms of ambient air RH. The sensor then represents a 
potential alternative to bulky standard equipment as an on-site early alert system.  
However, some issues remain for future development of our sensor. As discussed earlier, 
considering the main contamination source to be a gasoline spill, the sensor should exhibit 
specificity in order to separate benzene and toluene at the detection stage. Thanks to the 
concentration stage, we have achieved LOD levels far below the requirement. The margin 
we got about the sensitivity allows some degree of freedom for improving the selectivity.  
As a consequence, another chromatographic extraction method may represent a good 
compromise by providing better selectivity despite worsened sensitivity, but still in the 
pptV range. 
Regarding the final application of this sensor, we will also focus our efforts on the 
development of an in-line and continuous aqueous benzene extraction system. Right now, 
the portable sensor enables one to perform on-site high-sensitivity measurements. However, 
an operator must still take a sample of the liquid and transfer it to the extraction tank, as is 
the case for measurements based on standard techniques. Due to the limited number of 
skilled operators and the huge number of sites to be monitored, the frequency of benzene 
monitoring is calculated from previous measurement campain results and the potential 
risk/impact of a benzene contamination. As a consequence, the time between two 
consecutive measurements at a specific site may vary from days to months. In order to 
detect benzene contamination at a very early stage, a drastic reduction of this delay is a real 
need that only continuous and operator-free measuring devices can fulfil. A sensor 
combining high-sensitivity with continuous measuring sequence may then result in 
significant advances towards the supply of safe drinking water. 
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1. Introduction      
Biomimetic devices have become more and more important in modern life where 
populations are aging; and the applications of electronic tongue system to water quality and 
environmental monitoring have become a significant field all over the world. Electronic 
tongue system uses sensor arrays and signal processing techniques such as identification, 
classification and recognition for quantitative multi-component analysis and for artificial 
assessment of taste and flavor of various liquids (Cjosek & Wroblewsk, 2007). Ion Sensitive 
Field Effect Transistor (ISFET), an electrochemical and potential type sensor, has served as 
excellent candidate for various electronic tongue applications. 
The ISFET, invented by Bergveld in 1970, is a solid-state device that combines a chemically 
sensitive membrane with a MOS type field-effect transistor (Bergveld, 1970). Due to its small 
size, rapid pH response and rugged solid-state construction, the ISFET exhibits a number of 
advantages over conventional pH-glass electrodes. ISFET has been extensively studied in 
past 36 years (Bergveld, 1991 and 2003; Garde et al., 1995). The current status and trends of 
main ISFET-based research, shown in Fig.1, are (1) single and sensor array applications, (2) 
ISFET micro-system fabrication in a standard CMOS technology, and (3) diversified ISFET-
based biosensor development. For example, the ISFET research topics in Taiwan for the past 
ten years (Yin et al., 2001; Chin et al., 2001; Chung et al., 2004, and 2008) are focused on the 
study of new sensing material, on fabrication technology and device structure development, 
on diversified field applications, on the study and improvement for non-ideal 
characteristics, and on new readout circuit development.  Based on our previous researches, 
the key problems in readout circuit development are due to the inherent characteristics of 
ISFET and to the body effect caused by common substrate of sensor array applications. The 
inherent characteristics of ISFET, like time drift and temperature dependency, cause 
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drawbacks on ISFET continuous-mode monitoring applications. Furthermore, the 
conventional floating-source constant-voltage and constant-current circuit (Caras & Janata, 
1980) in Fig. 2 faces problems including noise interference, requirement of two external 
current sources and body effect. In order to solve the aforementioned problems, this chapter 
focuses on developing a series of improved readout circuit techniques that enhances the 
performance of ISFET and demonstrates their pH sensing capability for environmental 
monitoring. 
 

The current status and main ISFET-based Research

Biosensor developmentMicro-system in a standard
CMOS technology

Single and sensor array
applications

Fabrication technology and device design 

Readout circuit development 

Non-ideal characteristics study and compensation 

 
Fig. 1. The current status and main ISFET-based research 
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Fig. 2. A conventional floating source constant-voltage constant-current circuit (Caras & 
Janata, 1980) 
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Section 2 of this chapter explores the main concerns on ISFET device structure, operation 
and its stable signal readout circuit design. A bridge-type floating source circuit is 
developed for ISFET-based single and sensor array applications.  
In order to investigate the performance of readout circuit due to the non-ideal characteristics 
of ISFET such as drift response, Section 3 develops a behavioral macro model for a 
depletion-mode ISFET with a silicon nitride gate insulator.  
Fig. 3 gives a typical measured data for Si3N4-gate ISFET at different pH buffer solutions.  
The temperature dependency may cause around 15% error in pH reading in real 
applications. Section 4 demonstrates and investigates a VTH extractor circuit that provides 
sensitive measurements with improved temperature compensation. This circuit uses Si3N4-
gate ISFET and depletion-type MOSFET sensor pairs that are fabricated on the same wafer.  
Section 5 develops a new readout circuit that improves the performance parameters, 
including stability of readout circuit, dependency of temperature, and wide-usage for sensor 
array applications. A bridge-type floating source circuit with body-effect reduction has been 
developed for capturing more accurate threshold voltage variation which is corresponding 
to different H+ concentrations.  The presented readout circuit interface improves the 
accuracy of pH measurements, while maintaining operation at constant drain-source 
voltage and current condition.  
 

 
Fig. 3. Measured data versus different pH buffer solution with temperature variation. 

2. ISFET operation and its signal readout  
ISFET-based potentiometric transducers have created valuable applications in biomedical 
data acquisition and environmental monitoring. Two basic Si3N4-gate ISFETs are depicted in 
Fig. 4. In Fig. 4(a) is a simple ISFET device structure that is compatible to a standard p-
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substrate CMOS process, while in Fig. 4(b) is an n-substrate/p-well/n-type ISFET which 
have a better performance in sensor array application because of isolated p-well structure. 
 

n+

p-channel stopperSiO2Si3N4

p-substrate

n+

p-channel stopper

SiO2Si3N4

n-substrate

p-well

 
 

Fig. 4. (a) p-substrate/n-type ISFET; (b) n-substrate/p-well/n-type ISFET 

The model of a conventional MOSFET device can also define an ISFET sensor (Bergveld, 
1970) as in (2.1). The only difference is that the threshold voltage of MOSFET is replaced by 
the threshold voltage of ISFET. 

 
( )

21( )
2TH ISFETDS n ox GS DS DS

WI C V V V V
L

  (2.1) 

The IDS is drain current, n is mobility of electron carriers in semiconductor layer, Cox is 
oxide capacitance density, W/L is device aspect ratio, VGS is gate-source voltage, VDS is 
drain-source voltage, and VTH(ISFET) is the threshold voltage of ISFET.  
With gate region exposed to the chemical solution, the threshold voltage of ISFET changes 
accordingly with the activity of ions in the chemical solution. This electrochemical 
phenomenon is defined by Nernst for single-ion, e.g., hydrogen in (2.2) and (2.3). 

 ( ) ( )TH ISFET TH MOSFET CHEMICALV V V   (2.2) 

 lnCHEMICAL i i
i

RTV E a
n F

  (2.3) 

The VTH(ISFET) is a combined outcome of VTH(MOSFET) and VCHEMICAL. The VTH(MOSFET) is 
threshold voltage of inherent MOSFET structure in ISFET, VCHEMICAL is electrochemically 
induced voltage in the threshold voltage of ISFET, Ei is chemical constant, R is gas constant, 
T is absolute temperature in Kelvin, F is Faraday constant, ni is charge of ion i, and ai is ion 
activity of ion i. To include the effect of ion activity to ISFET electrical characteristics, the 
Nernst model is added to the ISFET equation as in (2.4). 

 
( )

1ln
2TH MOSFETDS n ox DS GS i i DS

i

W RTI C V V V E a V
L n F

  (2.4) 

When ISFET is connected to a readout circuit, the output voltage VOUT is usually the gate-
source voltage VGS of ISFET. From (2.5), the VGS of ISFET is proportional to the logarithmic 
function of ion activity ai. Hence, the VOUT of readout circuit reflects the ion activity.  
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In order to monitor the change of ion activity, ISFET should operate in the linear region 
(VDS<VGS-VTH) and should maintain constant voltage constant current mode (CVCC). These 
conditions make the gate-source voltage (VGS) proportional to the internal threshold voltage.  
We developed a more stable bridge-type readout circuit for ISFET pH sensor, shown in 
Fig.5. This circuit provides low drain-source voltage (VDS) to ensure the linear operating 
condition of ISFET and maintain CVCC mode (VDS =0.5V, IDS=100uA) so that the gate-
source voltage, which is the output voltage (OUT) of the circuit, becomes proportional to the 
threshold voltage of ISFET. Hence, the output voltage also becomes proportional with the 
pH concentration of solution. Equations (2.6) to (2.8) show the basic concept of circuit 
operation, where V1 is a voltage drop across R1 and R2. 

 2
2 1

1 2
DS R

RV V V
R R

  (2.6) 
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Fig. 5. The schematic diagram of ISFET bridge-type readout circuit 

To enhance the signal to noise ratio, the readout circuit incorporated two low pass filters 
(LPF) for removing noise signals from the power supply and the ISFET itself, namely from 
the external electromagnetic field interference or the fluid fluctuation. One LPF is formed by 
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R1, R2 and C1, and the other LPF is provided by R3, R4, RDS and C2. The pass band edge fP is 
set by (2.9): 

 
4 3 2 1 2 1

1 1
2 ( || ) 2 ( || )P

DS

f
R R R C R R C

  (2.9) 

The ISFET bridge-type readout circuit shown in Fig. 5 can be extended for sensor array 
applications. Instead of using a single ISFET sensor, a parallel configuration of ISFET 
sensors with respective analogue switches in each leg has been designed as in Fig. 6. The 
key concern of this design is the response time and linearity of analogue switches. 
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Fig. 6. The schematic diagram of bridge-type readout circuit for ISFET sensor arrays 

3. Modelling the ISFET drift effects  
For long-term monitoring, the drift effect of ISFET sensor is frequently observed which can 
last up to several hours. Studies have indicated that a drift effect of ISFET limits the 
measurement accuracy and quality of water monitoring.  
Electronic circuit simulation programs such as SPICE (Simulation Program with Integrated-
Circuit Emphasis), which were originally developed for designing and simulating electronic 
circuits, can also be adapted to design silicon-based chemical- and bio-sensors micro-system. 
Researches to model the ISFET was carried out in two main ways: (a) development of 
physical-chemical models (Jamasb et al., 2000; Kuhnhold et al., 2000; Chou et al., 2000) and 
(b) investigation of electronic circuits by SPICE built-in models or macro models (Martinoia 
et al., 1999; Lauwers et al., 2001). In order to include the drift effect of ISFET for circuit 
simulation, we developed a behaviour model which can be used in circuit design using 
SPICE simulator.  

3.1 Drift effect of ISFET 
Based on the CVCC and constant temperature conditions, ISFET drift is defined as the shift 
of dVGS/dt.  Previous works reported that the non-ideal effects of the ISFET are modelled by 
both responses of buried sites and the surface oxidation of silicon nitride (Bousse et al., 1990; 
Kuhnhold et al., 2000). The sensor output signal is influenced by both fast and slow 
responses. The fast time dependence is caused by the surface oxidation of silicon nitride, 
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while the response due to buried sites mainly affects the slow pH response.  So, the effective 
ISFET threshold voltage, VTH*, is given with time dependence by equation (3.1) (Liao, 2000): 

 * (0) ( ) ( )TH TH THFS TDFTV V V t V t   (3.1) 

Where VTH(0) is the original threshold voltage of ISFET at time t=0, VTHFS(t) is the 
contribution of the drift effect by fast and slow responses, and VTDFT(t) is the drift-induced 
threshold voltage variation during the overall time interval of interest. The VTHFS(t) can be 
expressed as (3.2): 

 ( ) (1 ) (1 )
t tf s

THFSV t fm e sm e   (3.2) 

Where fm is the maximum shift of threshold voltage due to the fast time response, sm is the 
maximum shift of threshold voltage caused by the slow time response, f and s are the time 
constants of fast and slow responses. The typical values for f and s are several seconds and 
2 to 3 hours, respectively. In addition, the VTDFT(t) can be modeled by (3.3): 

 ( ) (1 )
t

ov
TDFTV t dm e   (3.3) 

Where ov is the time constant of overall time interval of interest, and dm is the maximum 
drift during a long period of measurement.  The drift rate can be defined by (3.4): 

       ( ) 
tTDFT ovd V t dmDrift rate e

dt ov
  (3.4) 

Thereby, a constant drift rate of ovdm  and a drift rate of 0 mV/hour can be given for t<<  
and t , respectively. From equations (3.1) to (3.4), the overall drift-induced threshold 
voltage variation can be concluded in (3.5): 

 [1 exp( )] [1 exp( )] [1 exp( )]f s d
Toverall

t t tV fm sm dm
f s ov

  (3.5) 

In 2000, Chou et al. reported that the drift rate increases as the temperature rises (Chou et 
al., 2000) according to the following relation in (3.6): 

 2
, 1 exp( )T

d Temp T
cV c T   (3.6) 

Where T is the operating temperature, CT1 and CT2 are the coefficients of drift rate against 
temperature for different sensors. The ratio of operating temperature T to room 
temperature, i.e., 25°C is described in (3.7), where driftT is the drift due to temperature 
variation. 

     2(25 )exp( )
25

T
THoverall

T cdriftT V
T

  (3.7) 

In addition, drift rate is linearly proportional to pH value as described in (3.8): 

 ,d pH pHV c pH   (3.8) 
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Where cpH is the coefficient of drift rate versus pH for different sensors; the ratio of pH to 
pH7 is described as (3.9) 

 
(7 )

(1 )
7

pH
Toverall

c pH
driftpH V

drift
  (3.9) 

Where driftpH is the drift rate that changes with pH, and drift7 is the drift rate at pH7. 
Finally, considering the dependence on temperature and pH value, the expression for the 
drift rate is provided in (3.10): 

       *
, , 2

7 ,25C

(7 ) (25 )[1 ] exp [ ]
25

pH
TH Temp pH THoverall T

pH

c pH TV V c
drift T

  (3.10) 

Where VTHoverall is the drift rate at pH=7 and 25 C. 
This study evaluated the n-channel p-well depletion-mode Si3N4-gate ISFET sensor with 
W/L=600 m/15 m and fabricated by the Institute of Electron Technology, Poland. The 
physical layout of this ISFET is provided in Fig. 7(a). Previous research (Martinoia & 
Massobrio, 2000) together with the approach we have formulated in equation (3.10), leads to 
the ISFET equivalent circuit shown in Fig. 7(b). The Eref is the potential of reference 
electrode, CGouy and CHelm are the Gouy-Chapman and Helmholtz capacitances, and Edrift 
models the drift response. The HSPICE-compatible macro model in Fig. 7(b) and Fig. 7(c) 
characterizes the ISFET as two stages: an electronic stage and an electrochemical stage. The 
nodes 1, D, S, and B stand for the reference electrode, drain, source, and bulk connections, 
respectively.  

(a)

(b)

(c)

 
Fig. 7. (a) Physical layout of ISFET sensor, (b) equivalent circuit of the ISFET including drift 
effect, (c) HSPICE-compatible macro model connections 

3.2 Experimental set-up and results 
Based on the physical layout of ISFET sensor in Fig. 7(a), the electrical drain and source 
contacts are not close to the actual transistor drain and source terminals. Thus, a significant 
internal series drain resistance, series source resistance, and parasitic capacitances have to be 
considered.  
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In the following simulations and experiments, the ISFET is biased on a constant drain-source 
voltage of 0.5V and a constant drain current of 100 A (CVCC). The simulations were 
investigated using the developed ISFET macro model with incorporated drift effect, and 
using the designed bridge-type readout circuit mentioned in Section 2. The experiments 
used the standard buffer solutions purchased from Riedel-de Haen (Germany) with pH 
levels from 2 to 12. The measurements were conducted in a temperature-controlled system 
illustrated in Fig. 8. 
 

 
Fig. 8. Experimental set-up 

The rail-to-rail op amp meets the design specifications to serve as a basic building block of 
the proposed bridge-type floating source readout circuit.  The graph in Fig. 9 shows the 
dependence of ISFET source terminal potential over pH range of 2 to 12.  The calculated 
slope for the curve is -46.34mV/pH and it presents a linear function with very high 
correlation coefficient of 0.998. 
 

 
Fig. 9. ISFET readout voltage, VOUT in the pH range of 2 to 12 

In order to evaluate the stability of the same ISFET sensor, the base line drift was measured 
twice using a standard buffer solution of pH 7. The drift rates of ISFET were evaluated after 
initial time of stabilization as a linear change of VGS per time unit, and the drift rate is called 
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the drift coefficient, cd (mV/hr). Fig. 10 shows the time response of ISFET for 18-hour time 
period operated in pH 7 at a controlled temperature of 25 C. The cd values were calculated 
for experimental data after 4 hours of conditioning. The respective cd for Test 1 and Test 2 
are -1.44mV/hr and -1.34mV/hr with a standard deviation of 0.00838.  
 

 
Fig. 10. The stability of ISFET in drift test 

Like the time drift effect, the hysteresis also limits the accuracy of ISFET pH measurements. 
The hysteresis is a good marker to evaluate the reproducibility of the devices. In 
experiments, hysteresis tests are performed by titration in both direction, acidic or basic first 
and then in opposite direction to close the pH loop. Fig. 11 shows the time response of 
ISFET that was conditioned at pH 7 buffer solution and that went through titration with 
direction of pH 7 pH 12 pH 2 pH 7 in 10-minute step. Table 1 provides the parameter of 
Si3N4-gate ISFET for a statistic group of 30 ISFET sensors. The width of hysteresis is the 
difference in the ISFET response at pH 6.0. The results present a good stability and good 
reproducibility of ISFET used. Based on the measurements, we conclude with the ISFET 
specifications in Table 2. 
 

 
Fig. 11. Time response of reproducibility 
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Parameter Range Mean value Standard deviation 
Sensitivity (mV/pH) -45.86~-47.12 -46.34 0.010 

Correlation 0.996~0.9988 - - 
Drift (mV/hr) -0.52~-1.71 -1.10 0.52 

Hysteresis (mV) 9.22~13.0 11.1 2.68 
 

Table 1. Parameter of Si3N4 gate ISFET 

 
Item Range 

Bias condition 0.5V, 100 A 
Temperature 5 ~40rC 
Aspect ratio 600 m/15 m 

Temperature coefficient -0.9 0.5mV/rC 
Drift coefficient -1 0.5mV/hr 

Hystersis 10 5mV 
Sensitivity -46 1mV/pH 

 

Table 2. Specification of ISFET macro model 

The ISFET drift data at room temperature was collected using the designed bridge-type 
readout circuit. The ISFET gate was applied using a commercial Ag/AgCl reference 
electrode immersed in a pH 7 buffer solution. Drift measurements and model parameter 
extraction were performed on a total of eight ISFET devices. The known and extracted 
parameters obtained on four devices, are given in Table 3. The modeled-versus-measured fit 
for an 18-hour time period depicted in Fig. 12 is characterized by an RMS error of 2.2%. 
 

Parameter Extracted value 
fm 37.69mV 
sm 33.28mV 
dm 25.36mV 
CT2 60 

f 0.01 hour 
s 2 hour 
 16 hour 

 
Table 3. Extracted parameters for drift of Si3N4 ISFET 

Dealing with the correlation of drift rate at different pH buffer solution, the measurement 
was done over a pH range of 2 to 12. The dependence of drift response on pH value between 
modeled and measured fit is shown in Fig. 13. The RMS error is 2.4%. The results show that 
the drift rate becomes larger as pH rises. Fig. 14 presents the measured drift rate at pH 7 as 
temperature varies from 5 C to 35 C. The temperature dependence on drift rate indicates an 
RMS error of 6.6% between modeled and measured fit. 
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Fig. 12. ISFET drift characteristics at pH=7, 25 C 

 
Fig. 13. Dependence of drift response on pH value 

 
Fig. 14. Temperature dependence of drift rate 
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In conclusion, an HSPICE-compatible macro model that considers the drift response of pH 
ISFET has been presented. The modeled-versus-measured fit of the dependence of drift rate 
with long time period, temperature and pH variations present an RMS error of 2.2%, 2.4% 
and 6.6% respectively.  The developed macro model can be adapted to speed up the design 
of silicon-based chemical- and bio-sensor micro-systems. 

4. Temperature dependency of ISFET and its compensation 
We developed a readout circuit that improved the performance of ISFET against non-ideal 
effects such as temperature dependency, time drift and hysteresis. The design concerns were 
also inspired by real application requirements for simpler and lower power consumption of 
the sensing system. Based on the concept of threshold voltage extractor (Wang, 1992), 
shown in Fig. 15, we developed a new ion sensing and interfacing circuitry with 
temperature compensation.  

1:1 mirror

I1
I2

W/L

4xW/L

4xW/L

 
Fig. 15. Four-terminal extractor circuit (Wang, 1992) 

With a 1:1 current mirror in M1 and M2, with specific W/L sizes of M3, M4 and M5, and 
with IDM3 = I1 = IDM4 = IDM5 = I2, the output voltage Vo of extractor circuit yields the 
threshold potential VTH as expressed in equations (4.1) to (4.4). 

 2
3

1
2DM n ox REF TH

WI C V V
L

  (4.1)    

 
2

4
14
2 2DM n ox TH

W VoI C V
L

  (4.2) 

 2 21 1(4) ( )
2 2 2n ox REF TH n ox TH

W W VoC V V C V
L L

  (4.3)  

 o REF THV V V   (4.4)    
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Taking advantage of compatible CMOS process, the sensors that include ISFET and 
depletion-type Al-gate DMOSFET devices DM1 and DM2 were fabricated on the same 
wafer. Fig. 16 gives the complete design of a novel readout circuit of ISFET with 
temperature compensation based on the VTH extractor circuits. It consists of blocks (a), (b), 
and (c). Block (a) is the ISFET pH sensing circuit. The gate and the drain of ISFET are 
connected together to make sure that it operates in saturation. The saturation drain-source 
current is set at 50 A because of the stable characteristics of ISFET in this value. With a fix 
drain-source current, the gate-source voltage of ISFET varies directly with its threshold 
voltage in the saturation region according to equation (4.1). As a result, the voltage VISFET is 
proportional with pH levels. However, the voltage VISFET exhibits temperature dependency 
with VISFET = VpH + VTEMP. Block (b) is the DMOSFET temperature sensing circuit. The 
voltage VTEMP is proportional to the temperature value in DMOSFET. Block (c) is the output 
differential stage formed by M12 and M17 and served as subtractor circuit. The common 
temperature dependency of ISFET and DMOSFET is cancelled, and therefore the output 
voltage VCOMP is temperature compensated and is equal only to VpH. Simulation results in 
Fig. 17(a) illustrate the voltage VISFET without temperature compensation and in Fig. 17(b) 
show the voltage VCOMP with temperature compensation. 

(a)

(b)

(c)

VTEMP

VISFET

 
Fig. 16. VTH extractor based readout circuit with temperature compensation 
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Fig. 17. (a) Output voltage without compensation, (b) output voltage with compensation 

5. Body effect and its reduction technique 
We have discussed the readout circuit techniques to improve the performance of ISFET over 
its inherent and non-ideal characteristics such as temperature-dependency and long-term 
time drift effects. To expand the benefits of most CMOS standard technologies, recent works 
have projected to integrate ISFET and interface electronics on the same chip (Wong & White, 
1989; Ravczzi & Conci, 1998; Bausells et al, 1999; Palan et al, 1999; Chin et al, 2001). Because 
of low drift and high mobility properties of carriers, the n-channel ISFET devices are 
generally used. In most of current CMOS processes, the NMOS device is fabricated into a p-
type substrate that is globally and constantly grounded to the most negative supply in the 
system. Thus, the above-mentioned interface circuits suffer from the problem where the 
substrate potential greatly influences the device characteristics in ISFET-based integrations. 
In 2004 Morgenshtein et al. presented a novel technique, which allows body effect 
elimination of readout interface in CMOS ISFET-based micro-systems (Morgenshtein et al, 
2004). However, in this case a portion of the architecture of the ISFET does not have a 
constant current and voltage bias.  
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This section presents our approach of enhancing the accuracy of ISFET measurements using 
a body effect reduction technique while maintaining constant drain-source voltage and 
current. With a differential configuration of amplifier circuit, this design technique generates 
an output signal independent of temperature and long-term drift. In addition, a voltage-
controlled DC offset error compensation circuit modulates the extracted signal to the 
desired DC level for the A/D converter for each sensor. Simulation and experimental results 
demonstrate the effectiveness of the instrumentation system for monolithic ISFET 
integration in CMOS technology. 

5.1 Body effect in ISFETs 
In Complementary MOS (CMOS) technologies, both NMOS and PMOS transistors must be 
fabricated into the same �“local substrate�”. In current CMOS processes, the NMOS device is 
fabricated into a p-type substrate that is why the substrate potential greatly influences the 
device characteristics. Usually the substrate of NMOS transistors is connected to the most 
negative supply in the system. Thus, in typical MOS operations the S/D junction diodes 
must be reverse-biased. It can be proved that with body effect, the threshold voltage is 
expressed as (5.1) and (5.2):  

 0 ( 2 2 )TH TH F SB FV V V   (5.1) 

          0 2 dep
TH MS F

ox

Q
V

C
  (5.2) 

Where VTH0 is the threshold voltage when there is no body effect, F is the Fermi potential,  
denotes the body effect coefficient, and VSB is the source-bulk potential difference. 

Vout

Ref.el
ISFET

V in

VDD

VSS

IDS

 
Fig. 18. Source-follower readout circuit of ISFET 

Consider the source-follower circuit in Fig. 18. Ignoring the body effect, as the input voltage 
Vin varies, the output voltage Vout closely follows the input variation because the drain 
current remains equal to the IDS. The Kp is device transconductance factor, VDS is drain-
source voltage, and VTH*=VTH �–EPH is threshold voltage of ISFET from threshold voltage of 
FET VTH and from interface potential EPH between sensing membrane and buffer solution. 

 

*

*

[( ) ]
2

    [( ) ]
2

DS
DS p GS TH DS

DS
p in out TH DS

VI K V V V

VK V V V V
  (5.3) 
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Suppose the substrate is connected to the most negative supply and the body effect is 
significant in Fig. 18 circuit. As Vin increases, Vout becomes more positive and the potential 
difference between the source and the bulk increases. This condition raises the VTH in ISFET. 
Therefore, the equation (5.3) implies that Vin-Vout must increase to maintain a constant IDS. 
Moreover, a non-zero VSB contributes a parasitic change in VTH* that is not due to variation 
of ion concentration. 
 

 
Fig. 19. Vin and Vout of source-follower readout, with and without (w/o) body effect. 

 

 
Fig. 20. Schematic diagram of the body-effect reduction readout interface 

In order to reduce the body effect in ISFET, the circuitry described in Fig. 5 was modified 
with a current mirror as shown in Fig. 20.  The two devices, MISFET and M313, carry equal 
drain currents under the influence of body effect (Wade & Tadokoro, 2002). To simplify the 
analysis, we employ MOSFET in the saturation region. Hence, 
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, , 313

2 2
, , , 313 , 313( ) ( )

DS misfet DS m

p GS misfet TH misfet p GS m TH m

I I

K V V K V V
  (5.4) 

Assume that MISFET and M313 are matched in the same p-type substrate, the extracted 
signal VoutT is equal to the electrolyte-insulator interface potential EPH and is independent 
of the body effect. 

 

, , 313 , , 313

0, , 0, 313 , 313     ( 2 2 ) [ ( 2 2 )]

GS misfet GS m TH misfet TH m

TH misfet f SB misfet f TH m f SB m f

V V V V

EPH VoutS VoutT VoutS

V V V V

VoutT EPH

  (5.5) 

In general, single ISFET interface circuits do not offer any degree of compensation for 
temperature dependency or long-term drift.  The body-effect reduction readout interface in 
Fig. 20 accompanies a performance enhancement circuit in Fig. 21. Assume that resistances 
R are perfectly matched with one another and that op amp have infinite CMRR in the 
differential amplifier circuit. With VoutS and VoutT having equal temperature dependency, 
equal long-term drift as well as common noise, the output signal VoutU in (5.6) becomes 
unaffected by temperature, long-term drift and common noise.  

 VoutU VoutT VoutS    (5.6) 

 
 

 
 

 

Fig. 21. Differential circuit used for ISFET performance enhancement 

In (5.7) is the output signal VoutV of voltage-controlled DC offset error compensation and 
gain adjustment circuit. The first term generates an output signal that is independent from 
thermal and long-term drift effects, while the second term modulates the extracted signal to 
the desired DC level for the A/D converter of each sensor. 

 1(1 )b b
c

a a

R RVoutV VoutU V
R R

  (5.7) 
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5.2 On-chip circuit implementation and results  
A photomicrograph of the realized bridge-type ISFET readout circuit with band-gap 
reference voltage generator in Fig. 22 was fabricated in Taiwan Semiconductor 
Manufacturing Company using TSMC 0.35 m CMOS technology. (BFDSF stands for 
bridge-type floating drain source follower). The core die size is around 963  892 m2. Fig.23 
shows the photomicrograph of the total body-effect reduction and performance enhanced 
circuitry (9.1 x 9.1 mm2). 
 

 
Fig. 22. Photomicrograph of the realized BFDSF circuit (963  892 m2) 
 

 
Fig. 23. Photomicrograph of the total body-effect reduction and performance enhanced 
circuitry (9.1 x 9.1 mm2) 
Table 4 depicts the measured bias voltage and current for Al2O3-gate and Si3N4-gate ISFET 
sensors operated from pH 2 to pH 12. The inaccuracy is only 0.2% in the drain current and 
only 0.006% in the drain-source voltage, and is attributed to the process variation on circuit 
resistors. The results show very small variations in the ISFET bias voltage and current and 
prove that the readout circuit maintains a stable operating point with different pH value 
and different sensor. 
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B o t h          A l 2 O 3 I S F E T            S i 3 N 4 I S F E T

p H        I d s ( A )  V d s ( V )  I d s ( A )   V d s ( V )  

2 . 0 0 1      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2    0 . 5 0 5

3 . 0 0 7      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

4 . 0 0 7      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

5 . 0 0 1      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

6 . 0 0 6      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

7 . 0 0 6      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

8 . 0 1 5      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

8 . 9 9 9      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

1 0 . 0 3 5      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

1 1 . 0 1 1      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

1 2 . 0 5 0      1 0 0 . 1       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

B o t h          A l 2 O 3 I S F E T            S i 3 N 4 I S F E T

p H        I d s ( A )  V d s ( V )  I d s ( A )   V d s ( V )  

2 . 0 0 1      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2    0 . 5 0 5

3 . 0 0 7      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

4 . 0 0 7      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

5 . 0 0 1      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

6 . 0 0 6      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

7 . 0 0 6      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 5

8 . 0 1 5      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

8 . 9 9 9      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

1 0 . 0 3 5      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

1 1 . 0 1 1      1 0 0 . 2       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6

1 2 . 0 5 0      1 0 0 . 1       0 . 5 0 5          1 0 0 . 2        0 . 5 0 6
 

Table 4. Measurement of bias voltage and current for Al2O3-gate and Si3N4-gate ISFET 
sensors operating in buffer solutions of different pH 
Fig. 24 show the potentials of four terminals in the body-effect reduction circuit over pH 
range of 2 to 12, namely VoutS, VoutT, VoutU and VoutV. Refer to Fig. 20 and Fig. 21. The 
bulk of ISFET was connected to the most negative supply with VSS=-1.65V. The calculated 
slopes for graphs (a), (b), (c), and (d) are -40.06mV/pH, -48.43mV/pH, -8.22mV/pH and       
-50.68mV/pH for terminals VoutS, VoutT, VoutU and VoutV respectively.  The increase of 
slope for curve (b) compared to curve (a) demonstrates the improvement that resulted from 
the reduction of body effect. The experimental data presented here correlates well with the 
simulation data presented in Fig.19.  
 

 
Fig. 24. pH response of ISFET operating in the body-effect reduction circuit with the ISFET 
bulk connected to VSS  
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5.3 On-board prototyping 
Considering the practical applications, Fig. 25 and Fig. 26 give the system diagram and 
initial prototype of pH meter using separate on-board modules for the readout circuit and 
the microcontroller unit (MCU). The calibration and measurement routines are coded inside 
the MPC82G516A MCU. The experimental readings of this pH meter prototype agree with 
that of commercial ISFET pH meter KS701 (Shindengen Co., Japan) and measures from pH2 
to pH12 with 0.1 pH resolution.  

Si3N4-gate 
ISFET 

Sensor 
Readout 
Circuit 

Conditioning 
Circuit 

Analog/Digital 
Converter
(Megawin/ 
MPC82G516A
80C51 micro-controller)

2-point/3-point
Calibration circuit

Display 
Decoder

LCD 
Matrix-dot
Display

(CVCC 
method)

 
Fig. 25. System block diagram of a prototype of pH meter 
 

 
Fig. 26. PCB-based hardware implementation of a pH-meter prototype 
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6. Conclusion and future works 
This chapter explored the characteristics and the non-ideal parameters of ISFET that were 
important to the practical and long-term sensing applications of ISFET. This chapter also 
presented series of improved readout circuit techniques that enhanced the performance of 
ISFET and demonstrated the pH sensing capability of ISFET for environmental monitoring. 
The SPICE-based drift model of ISFET developed in this chapter can be used for further 
ISFET-based sensor interface circuit designs. With the advantage of compatible CMOS 
process and only fewer mask steps, sensor pairs consisting of Si3N4-gate ISFET and 
depletion-type MOSFET were demonstrated in VTH extractor circuit that provided sensitive 
measurements with improved temperature compensation. In addition, the proposed ISFET 
bridge-type CVCC circuitry with body-effect reduction technique not only enhanced the 
noise rejection performance but also removed the interferences from source and drain 
terminals. 
For future works, the multi-ion sensing based on ISFET sensor arrays and their 
corresponding signal processing algorithms such as independent component analysis or 
blind source separation will be continuously studied. In addition, the integrated sensors in a 
standard CMOS process will be further investigated for diversified field applications. 
In conclusion, CMOS technology and circuitry play more important roles on biosensor 
applications especially in the field of sensor interface design and development. The response 
of biosensor can be potential, current and impedance changes. Thus, the systematic and 
hierarchical approaches to develop more advanced electronic tongue using potentiometric, 
amperometric or impedimetric readout circuit techniques should be emphasized through 
the collaboration among academic, industrial and research organizations over the world. 
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1. Introduction     
Polymer materials have been used for electronic, optical and bio micro/nano devices. 
Polymer device fabrication technologies based on replication methods including hot 
embossing (Becker & Heim, 2000; Park et al., 2003; Shinohara et al., 2007b), injection 
molding (Becker et al., 1986; Svedberg et al., 2003), ultraviolet (UV) imprinting (Haisma et 
al., 1996; Kawaguchi et al., 2007; Shinohara et al., 2008d) and casting (Duffy et al., 1998; 
Slentz et al., 2001) can reduce costs. Polymer bonding technologies have also been required 
for sealing or stacking the devices. Some examples of bonding methods have been reported, 
including thermal direct bonding (Spierings & Haisma, 1994; Chen et al., 2004; Shinohara et 
al., 2007b), solvent bonding (Wang et al., 2002; Lin et al., 2007), and bonding using other 
intermediate layer (Graß et al., 2001; Lei et al., 2004). Low-temperature bonding technologies 
are required with deformation of the previous surface structures as small as possible. 
On the other hand, surface modification for biocompatibility is one of the most important 
processes for biochips. Polymer surface modification methods are classified into two 
categories. One is modification of the original surface (e.g., plasma treatment (Lianos et al., 
1994; Kami ska et al., 2002; Chai et al., 2004; Lai et al., 2006), UV irradiation (Peeling & 
Clark, 1981; Murakami et al., 2003; Hozumi et al., 2004; Diaz-Quijada et al., 2007; Kim et al., 
2009). The other is coating with other materials (Ratner, 1995; Oehr, 2003; Liu et al., 2004; Bi 
et al., 2006). 
In this chapter, two low-temperature bonding technologies are described. Section 2 
introduces low-temperature direct bonding methods of poly (methyl methacrylate) (PMMA) 
or cyclo-olefin polymer (COP), and their applications of microchannel devices. Section 3 
describes surface hydrophilic treatment method using aromatic polyurea film, and bonding 
method using the polyurea film. 

2. Low-temperature direct bonding of PMMA or COP 
2.1 Surface pretreatment for low-temperature bonding 
In our previous study, we developed a fabrication method for micro-scale flow devices by 
combining hot embossing and direct bonding techniques using a PMMA material. Direct 
bonding is superior to polymerize bonding or adhesive bonding because of its low optical 
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loss in a bonded interface (Shinohara et al., 2007b). In this method, we fabricated flow 
channels around the glass transition temperature (Tg) of the material. Because of the applied 
pressure as well as heat during the direct bonding process, deformation of the channel was 
observed, although it was not a big problem in cell analysis. However, for single bio-
molecule level analysis, which uses high-performance optical detection systems, high optical 
transparency of the material and nanometer-scale accuracy of the fabrication technologies 
are required.  
In order to bond at lower than Tg, surface pretreatment was applied. Fig. 1 shows fabrication 
process of a polymer microchip using low-temperature direct bonding. First, silicon mold 
was fabricated by conventional photolithography and Deep-RIE (reactive ion etching) (Fig. 1 
(a)). Microchannel patterns were formed by hot embossing (Fig. 1 (b)) (Shinohara et al., 
2007b). After the microchannel plate and a lid were pretreated (Fig. 1 (c)), the microchannel 
was realized by the direct bonding (Fig. 1 (d)). 
 
 

 
 

Fig. 1. Fabrication process of polymer microchip using low-temperature direct bonding 
(Shinohara et al., 2007a) 

Examples of typical pretreatment methods are oxygen plasma, atmospheric-pressure 
oxygen plasma, UV/O3, and VUV (vacuum UV) /O3. Typical treatment conditions of the 
equipments were shown in Table 1. 
Oxygen plasma was generated in a plasma activated bonding system (EVG810LT from EV 
Group Co.). Oxygen plasma can be generated between parallel electrodes in the vacuum 
chamber. Since the radiofrequency (397 kHz) was lower than that of other conventional 
plasma treatment systems (13.56 MHz or higher), the damage on the surfaces was expected 
to be smaller. Atmospheric-pressure oxygen plasma was generated by plasma cleaning unit 
(Aiplasma from Panasonic Electric Works, Ltd.), using dielectric-barrier discharge (Sawada, 
2003). In this equipment, high-density active plasma can be expelled from a nozzle 
supplying mixed gas (98 % Ar and 2 % O2) under atmospheric pressure. After oxygen 
plasma irradiation, the molecular bonds (e.g. C-H) on the polymer surface are expected to be 
dissociated and incorporated oxygen radicals.  Polar oxidized components were increased 
because of the incorporation (Lianos et al., 1994; Chai et al., 2004). This surface state is 
considered to enhance the bonding reaction at the interface. 

(a) 

(b) 

(c) 

(d) 



Low-temperature Polymer Bonding Using Surface Hydrophilic Treatment for Chemical/bio Microchips  

 

447 

Condition Oxygen 
plasma 

Atmospheric 
plasma UV/O3 VUV/O3 

Gas O2 Ar 98%, O2 2% O2 O2 
Power (W) 200 80 - - 

UV 
wavelength 

(nm) 
- - 185, 254 172 

Chamber 
pressure  (p) 

(MPa) 
8.0×10-5 0.1 0.1 5.0×10-2 

Exposure time 
(t) 30 sec 0.6 sec 20 min 30 min 

Table 1. Typical treatment conditions of oxygen plasma, atmospheric-pressure oxygen 
plasma, UV/O3, and VUV/O3 (Shinohara et al., 2007a) 
 

 
Fig. 2. Schematic diagram of VUV/O3 equipment (Shinohara et al., 2008b) 

The UV/O3 system (NL-UV253 from Nippon Laser & Electronics Lab.,) has three low-pressure 
UV lamps that radiate 185 nm and 254 nm lights in wavelength. In the presence of O2, the 185-
nm UV is absorbed by O2 to generate the atomic species in ground state O(3P). O(3P) can react 
with O2 to form O3. If this O3 absorbs the 254-nm UV, excited oxygen atoms (O(1D)) with 190 
kJ/mol excitation energy are generated (Wang & Ray, 2000). The VUV/O3 system (UER20-172 
from Ushio Inc.) has a dielectric barrier discharge excimer lamp filled with Xe gas and radiates 
light of a central wavelength of 172 nm (VUV). The VUV/O3 system is shown in Fig. 2. 
Oxygen gas was introduced into the chamber after evacuation. The VUV generates not only O3 
and O(1D) in the same manner as the 185-nm and 254-nm UV lights, but is also absorbed 
directly by O2 in the chamber to generate O(1D) (Kaspar et al., 2003). The 172-nm UV light 
irradiance on the sample surface can be controlled by the oxygen pressure and the distance 
between the lamp window and the sample (d) (Hozumi et al., 2004; Shinohara et al., 2008b). In 
UV (VUV)/O3 treatment, O(1D) plays important roles on surface activation (Hozumi et al., 
2004). Polar oxidized components were also increased as well as the oxygen plasma treatments 
(Peeling & Clark, 1981; Diaz-Quijada et al., 2007; Kim et al., 2009). Since absorption coefficient 
of O2 at the 172-nm UV light are approximately 20 times greater than that at the 185-nm 
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(Watanabe et al., 1953), the efficiency of O(1D) generated by VUV/O3 treatment is better than 
that by UV/O3. Thus, it is expected that the activation by the VUV/O3 is more effective than 
that by UV/O3. In addition, the UV light is expected to dissociate chemical bonds of polymer 
as C-C, C-O and C-H. Main or side chain cleavage of the polymer causes degradation of 
polymer so as to generate low-Tg layer on the surface (Truckenmüller et al., 2004). It is 
considered to be act as an adhesion layer for the direct bonding. 

2.2 Bonding strength 
Bonding strengths of PMMA plates (Acrylyte E IR from Mitsubishi Rayon Co., Ltd.) were 
measured by a tensile test method (Shinohara et al., 2007a). The results were shown in Fig. 3. 
In this figure, red broken lines indicate the values for direct bonding under temperature of 
95 C, pressure of 1.25 MPa and annealing time of 25 min, without any surface treatments. 
The bonding strengths were same or stronger than that bonded around Tg. 
Bonding strengths of oxygen plasma-treated COP plates (Zeonex480 from Zeon Co.) 
measured by the tensile test were higher than 1 MPa. Bulk distraction was observed from 
the bonded sample after tensile test while no interface separation was observed. The 
bonding strengths of pretreated COP samples were also measured by razor blade method 
(Maszara et al., 1988). The bonding strength at room temperature was approximately 0.6 
J/m2. The strength was increased (~ 8 J/m2) after annealing at 70 C (Mizuno et al., 2005a). 

 
Fig. 3. Dependence of bonding strength of two PMMA plates on the annealing temperature 
(Shinohara et al., 2007a)  

2.3 Shallow microchannel 
A PMMA microchip which have fine channel of 5 m in depth and 150 m in width was 
fabricated by low-temperature direct bonding (bonding temperature of 75 C) as shown in 
Fig. 4. (Shinohara et al., 2007a). The shallow microchannel was successfully fabricated 
without deformation, boids and leakages. To controlled conditions of surface treatment and 
bonding, the shallow microchannel can be also realized using COP materials (Shinohara et 
al., 2009b). 
Fig. 5 shows a PMMA microchip which has two shallow dams of about 5 m gaps 
(Shinohara et al., 2006).  The dam structures were kept after low-temperature bonding. The 
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flow behaviors of the dams were evaluated with fluorescent beads. Large microbeads 
(diameter: 5.7 m) were completely trapped and filled between two dams, while small 
microbeads (diameter: 1.0 m) were passed through the dams, as shown in Fig. 5 (c). 
 
 

 
 

Fig. 4. A shallow PMMA microchip: (a) whole and (b) magnified view; (c) cross-section of a 
shallow microchannel (width: 150 m, depth: 5 m) (Shinohara et al., 2007a) 
 

 
 

Fig. 5. A PMMA microchip which has two shallow dams of about 5 m gaps: (a) design; (b) 
whole view and optical micrograph near a dam; (c) flow behaviour near a dam (Shinohara 
et al., 2006) 

port A

port B

port C

port D

port E

port F

19 m

4.3 m

100 m

dams

2 cm

4 cm

Cross section of two dams

(a) 

(c) 
Flow

Diameter: 
5.7 m 

Diameter: 
1.0 m 

Fluorescent beads 50 m

100 m

1 cm 

Dam structure

(b)

   

 

150 m

2 mm(a)

(b) 

(c)

50 m 



 Solid State Circuits Technologies 

 

450 

2.4 MCE-ESI-MS microchip 
Mass spectrometry (MS) is one of the useful detection methods for microchip 
electrophoresis (MCE). The advantages of combining MCE and MS (MCE-MS) include high 
sensitivity, no need for the derivatization of samples and valuable for the analysis of 
complex mixtures such as biomedical samples. In many cases, the electrospray ionization 
(ESI) method is used as an interface of MCE-MS (MCE-ESI-MS). Tapered capillary of a spray 
nozzle was generally connected directly to the channel outlet (Li et al., 2000; Zhang et al, 
2001, Tachibana et al., 2003; Tachibana et al., 2004). However, there are a few technical 
problems caused by the dead volume at a connecting joint between the spray nozzle and the 
microchip. Efficiency of the spray is strongly depends on the structure of the nozzle. 
 

 
Fig. 6. A MCE-ESI-MS microchip made of two COP plates: (a) design; (b) SEM micrograph 
of the electrospray tip; MS spectra of (c) arginine and (d) caffeine (Shinohara et al., 2008a) 

We developed a MCE-ESI-MS microchip made of two COP plates as shown in Fig. 6 
(Shinohara et al., 2008a). An ESI emitter tip was fabricated directly on the opening of a 
separation channel by machining and electron beam evaporation of Au. Since the direct 
bonding is performed at the temperature lower than Tg, deformation of the channel 
structure was negligible. There was no crack at the bonded interface even after structuring 
the tip because of its sufficient bonding strength. Since the structure of the nano-
electrospray tip enables neglected dead volume in the ESI interface, an efficient spray of a 
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sample solution and higher separation efficiency are expected. The success rate of Taylor 
cone generation was increased with decreasing the tip angle ( ). Arginine and caffeine were 
successfully separated and detected as [M+H]+ in the MCE-ESI-MS analysis at  = 30 , the 
separation voltage for MCE of 1.3 kV, and the ESI voltage (potential difference between the 
nano-electrospray tip and the MS orifice) of 2.0 kV, as shown in Fig. 6 (c) and Fig. 6 (d). 
 

Fig. 7. Results of stability and reproducibility test: (a) reproducibility of the peak height 
detected as MS spectrum; (b) photomicrographs of the nano-electrospray tip after 1st, 5th, 
10th, and 14th run (Shinohara et al., 2008c) 

For stability and reproducibility test, MCE-ESI-MS analysis was carried out repeatedly, by 
using caffeine in 10 mM ammonium acetate as a sample solution (Shinohara et al., 2008c). A 
MCE-ESI-MS microchip was reused and the reproducibility of the peak heights detected as 
MS spectrum was observed. Fig. 7 (a) shows the peak heights at 1st, 3rd, 5th, 7th, 10th, 12th, 
and 14th run. Stable MS detection was achieved and reproducible peak heights were kept 
up to 13 times. The residual standard deviation (RSD) of the peak height was 9.4 %. At the 
14th run, the peak was not detected. Fig. 7 (b) shows photomicrographs of the nano-
electrospray tip after 1st, 5th, 10th, and 14th run. After 10th run, optical transparency of the 
tip was increased obviously. It is indicated that thickness of the Au film decreased. After 
14th run, the decrease area was expanded, and deformation of the tip structure was 
observed. The obvious decrement of the peak at 14th run was caused by the deformation or 
damage of the Au electrode. The damages of the bonding interface were not observed. The 
Au thickness looked thinner; however, it was still remained on the COP tip. These results 
indicate that bonding strength of the COP plates and the adhesion strength of the Au film 
are strong enough. The stability and reproducibility of the fabricated nanospray tip is 
sufficient in practical use. 

3. Low-temperature polymer bonding using polyurea film 
3.1 Hydrophilic treatment of polyurea film using VUV/O3 
In our previous work, we fabricated and evaluated a blood analysis chip made of PMMA 
(Mizuno et al., 2005b; Shinohara et al., 2005). This chip has microchannel array, which 
equivalent diameter is 6 m. When human whole blood is flowed into the microchannels, 
platelet aggregation was observed after channel passage due to activation of platelet. This 

 1st run 5th run 

10th run 14th run 

100 m 

Au electrode 

(a) (b)
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chip is used for the evaluations of the shear stress sensitivity of platelets, the adhesion of 
white blood cells and the hardness of red blood cells from blood transit time as well as the 
blood flow images (Kikuchi et al., 1992; Kikuchi et al., 1994). Hydrophilic treatment on the 
microchannels was required to flow the blood smoothly and not to adhesion of biomaterials. 
Direct hydrophilic treatment in section 2 was not sufficient because of low stability or low 
hydrophilicity on the treated surface (see Fig. 16). In this case, aromatic polyurea film 
coating was selected because of the advantages in visible transparency, non-toxicity, high 
purity and uniform film thickness (Shinohara et al., 2005). The aromatic polyurea film was 
prepared by vapor deposition polymerization of 4,4�’-diaminodiphenyl methane (MDA) and 
4,4�’-diphenylmethane diisocyanate (MDI) (Takahashi et al., 1989) as shown in Fig. 8. After 
coating, highly hydrophilic surface was realized by annealing (50 - 150 C) and exposing for 
O3 at the same time under atmospheric pressure. This treated film had highly hydrophilic 
surface, water contact angle was smaller than 30 , and hydrophilic surface was kept for long 
time (longer than a month) (Shinohara et al., 2005). However, the annealing process for 
hydrophilic treatment causes bending of the PMMA chip. On the other hand, the film 
surface was recovered to hydrophobic after washing by water. For reproducible 
measurements, improvement of the surface stability is required. 
We improved the hydrophilic treatment of polyurea and removed the annealing process 
using VUV/O3. The VUV/O3 system used in section 2 was also used (see also Fig. 2). The 
polyurea surface is treated by the generated gases (O3 and O(1D)). Then, direct irradiation 
effect of the VUV light for surface modification is expected to be small in case of large d. The 
light intensity at the sample surface decreases because the VUV is absorbed by oxygen gas 
in the chamber. Therefore, O3 and O(1D) are only generated near the lamp window, and 
these gases are spreaded over the chamber by diffusion. Since this treatment is carried out at 
room temperature, the deformation of the sample structure is negligible. 
 

 
Fig. 8. Reaction scheme of aromatic polyurea 

To evaluate the surface treatment effect, transit time of water contact angle after VUV/O3 
was measured under several conditions, as shown in Fig. 9 (Shinohara et al., 2008b). The 
untreated polyurea film has low hydrophilic surface, contact angle of about 80 , while the 
treated films keep contact angles smaller than 45  for long time. Especially under the 
condition of chamber pressure (p) of 3.0 x 104 Pa, and exposure time (t) of 20 min, contact 
angle smaller than 20  was realized and kept about two months. Even after very hard 
condition of ultrasonic cleaning in de-ionized water for 3 min, contact angle of smaller than 
40  was realized with the VUV/O3-treated sample (Shinohara et al., 2008b). These results 
indicate that the VUV/O3-treated polyurea was improved surface stability even after 
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washing by water. In addition, the contact angle decreases with increasing the d, as shown 
in Fig. 10 (Shinohara et al., 2008b). Since the VUV light intensity decreases with distance 
from the light source, the direct irradiation effect of the VUV light (e.g., cross-linking (Sato et 
al., 1994), breakage of main polyurea structure) expected to be avoided. 

 
Fig. 9. Transit time of water contact angle on polyurea surface after VUV/O3 treatment  (d = 
142 mm) (Shinohara et al., 2008b)  

 
Fig. 10. Contact angle of de-ionized water versus distance between the lamp window and 
the sample (p = 3.0 x 104 Pa, t = 20 min) (Shinohara et al., 2008b) 

The polyurea film was applied for PMMA blood analysis chip. As in the case of a 
conventional silicon chip (Kikuchi et al., 1992; Kikuchi et al., 1994), polyurea-coated PMMA 
chip was contacted with flat glass plate mechanically. The performance of the surface 
treatment was evaluated by actual human whole blood flow. The adhesion of platelets and 
white blood cells was significant in the case of a thermal-oxydized silicon chip (Fig. 11 (a)), 
while the PMMA chip coated polyurea film can reduce the adhesion of platelets and white 
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blood cells (Fig. 11 (b)), even after ultrasonic cleaning in surfactant induced water (Fig. 11 
(c)) (Shinohara et al., 2008b). 

  
Fig. 11. Images of blood flow: (a) conventional chip made of Si for reference; (b) PMMA chip 
coated polyurea film; (c) reused PMMA chip after ultrasonic cleaning with surfactant-
induced water (Shinohara et al., 2008b) 

3.2 Thermal bonding using hydrophilic polyurea film 
The hydrophilic polyurea film was used as intermediate bonding layers (Shinohara et al., 
2009a). Fig. 12 shows a fabrication process of a microchip which has highly-hydrophilic 
microchannels. The polyurea was coated on the channel plate and the lid by vapor 
deposition polymerization (Fig. 12 (a)). Next, the polyurea-coated plates were treated with 
VUV/O3 (Fig. 12 (b)). After VUV/O3 treatment, the plates were brought into contact and 
then pressed (Fig. 12 (c)). The typical bonding temperature was 85 C, and the pressure was 
3 MPa for 20 min in the case of PMMA plates (Comoglass from Kuraray Co., Ltd.). Fig. 13 
(a) and (b) shows a prototype PMMA microchip. Void-free structure was realized over the 
whole sample surface. Since the bonding temperature is lower than the Tg of the PMMA, 
negligible deformation of the channel structure is obtained. To observe its flow behavior, a 
5- L methylene blue aqueous solution droplet was applied onto a port (as indicated black 
arrow in Fig. 13 (a)) on the fabricated microchip (Shinohara et al., 2009a). Its flow behavior 
at the cross-junction is shown in Fig. 13 (c). All the microchannels were filled by capillary 
force. There was no leakage or obstacles to smooth fluidic flow at the bonded interface. 
To evaluate the surface modification and annealing effect, contact angles of water (H2O), 
glycerin (C3H5( OH)3), formamide (HCONH2) and diiodomethane (CH2I2) on the polyurea 
surface were measured (Shinohara et al., 2009a). The results were shown in Fig. 14. After the 
VUV/O3 treatment, contact angles of water, glycerin, and formamide decreased 
dramatically, and the contact angles were kept even after annealing of 85 C for 20 min. This 
result indicates that the highly hydrophilic surface of the microchannel was also realized 
after the above-mentioned bonding process.  
In addition, surface free energy ( s), its polar ( sp) and dispersive ( sd) components ( s = sp + 

sd) were calculated using these contact angle results, according to Owens-Wendt theory 
(Owens & Wendt, 1969). The results were shown in Fig. 15 (Shinohara et al., 2009a). After 
VUV/O3 treatment, the sp was increased significantly, while the sd was decreased. The 
result indicated that the additional new polar groups (e.g., OH, C=O, COOH) were created 
after the treatment. After annealing, the sp was decreased while the sd was increased. These 
results indicate two possibilities. One is that conformational transformations of the 

 

White blood 
Blood flow 
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generated polar groups occurred. The other is that unreacted polymer tails (NH2 or N=C=O) 
of polyurea were consumed by further polymerization during the annealing. In Fig. 8, the 
as-deposited polyurea film of only about five monomers (n = 5) is formed at room 
temperature (Wang et al., 1993). Further polymerization takes place (n > 5) when as-
deposited films are annealed (without any surface treatment) by consuming the unreacted  
 
 

 
Fig. 12. Fabrication of a microchip which has highly-hydrophilic microchannels: (a) polyurea 
coating; (b) VUV/O3 treatment; (c) thermal bonding (Shinohara et al., 2009a)  

 

 
Fig. 13. Prototype PMMA microchip using polyurea film: (a) design; (b) whole view; (c) 
observation of flow behavior at the cross-junction (Shinohara et al., 2009a) 

(a)

(b)

(c)

 Ports 

20 mm 

40 mm 

(a) 

(b) 

(c)

50 m 



 Solid State Circuits Technologies 

 

456 

 
Fig. 14. Contact angles of water, glycerin, formamide, and diiodomethane on the polyurea 
surface before and after VUV/O3 treatment (p = 3.0 × 104 Pa, t = 20 min, d = 142 mm) 
(Shinohara et al., 2009a) 

 
Fig. 15. Surface free energies of polyurea before and after VUV/O3 treatment (Shinohara et 
al., 2009a) 

polymer tails to form amid bonds (Takahashi et al., 1991). These transformations or 
polymerization could also have occurred at the interface of the two polyurea films during 
the bonding process. 
To compare hydrophobic recovery with other low-temperature direct bonding, the water 
contact angle on the polyurea, the COP, and the PMMA surface before and after surface 
treatment, and after the treatment and annealing (at 85 C for 20 min) were measured 
(Shinohara et al., 2009a). Oxygen plasma was selected for surface treatments of COP and 
PMMA. The results were shown in Fig. 16. In the case of the COP, a highly hydrophilic 
surface (~20 ) was realized after oxygen plasma treatment. However, the hydrophilic 
surface was not maintained after the annealing. In the case of the PMMA, the treatment 
effect was weak. From these results, the bonding using the polyurea as the intermediate 
layer is the best method from the hydrophilicity viewpoint. 
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Fig. 16. Water contact angle in three conditions (untreated, after treatment, after treatment 
and annealing) on VUV/O3-treated polyurea, oxygen plasma-treated COP (100 W, p = 4.0 × 
10-5 MPa, t = 30 sec), and oxygen plasma-treated PMMA (200 W, p = 0.8 × 10-5 MPa, t = 30 
sec) (Shinohara et al., 2009a) 

4. Conclusion 
In this chapter, two low-temperature bonding technologies, direct bonding of PMMA or 
COP, and bonding using surface hydrophilic polyurea film were described. The bonding 
was carried out at temperature lower than Tg of the polymer plates.  
The low-temperature direct bonding was realized by surface pretreatment such as oxygen 
plasma, atmospheric-pressure oxygen plasma, UV/O3, and VUV/O3. Reasonable bonding 
strength was realized with negligible deformation. Shallow microchannels of about 5 mm 
gaps were successfully fabricated. By using this bonding technology, a MCE-ESI-MS 
microchip was developed. Arginine and caffeine were successfully separated and detected 
as [M+H]+ in the MCE-ESI-MS analysis. 
 On the other hand, a novel hydrophilic treatment method in microchannel surface using 
aromatic polyurea was developed. The polyurea was changed highly hydrophilic (water 
contact angle < 20 ) after VUV/O3 treatment, and the treated film kept highly hydrophilic 
surface for long time (~ 2 months). The polyurea film was applied for PMMA human blood 
analysis chip. The new chip can reduce the adhesion of platelets and white blood cells. The 
technology of the surface hydrophilic treatment of polyurea can be applied to low-
temperature bonding. The VUV/O3-treated polyurea film was used as intermediate bonding 
layers. The highly hydrophilic surface of the microchannel was retained after the thermal 
bonding process. There was no leakage or obstacles to smooth fluidic flow at the bonded 
interface. For actual micro-biochip fabrication with this method, the post-hydrophilic 
treatment after bonding process is expected unnecessary. 
We are currently investigating these bonding mechanisms and optimizing these 
pretreatment conditions. In addition, these bonding methods will be applied to other 
polymer microchips. 
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